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Interstitial loop coarsening by Ostwald ripening can provide insight into single point defects but is very
difficult to observe in a-iron and many other metals where nanoscale vacancy clusters dissociate and
annihilate loops. We show that by implanting helium in the samples at a carefully chosen energy, it is
possible to observe Ostwald ripening of loops by transmission electron microscopy during in situ
isochronal annealings. This coarsening of loops results in a sharp increase of the mean loop radius at
around 850 K. Using cluster dynamics simulations, we demonstrate that loops evolve due to vacancy
emission and that such experiments give a robust estimation of the sum of the formation and migration
free energies of vacancies. In particular, our results are in good agreement with self-diffusion experiments
and confirm that entropic contributions are large for the vacancy in a-iron.
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The kinetics of particle coarsening in materials by
Ostwald ripening provides valuable information on physi-
cal parameters such as the diffusion coefficient of mono-
mers in the matrix [1] and the interfacial energy [2], or
equivalently, the stability of particles [3]. Under irradia-
tion, self-defect clusters are created, which can then evolve
by Ostwald ripening upon subsequent annealing. This
phenomenon has been observed, for example, in silicon
with interstitial loops [4], due to the emission and absorp-
tion of interstitials. One difficulty with self-defects is that
they are nonconservative species; for example, they can be
eliminated or created at surfaces of thin foils used for
transmission electron microscopy (TEM) observations.
This leads to the so-called nonconservative Ostwald ripen-
ing process [5], which can be responsible for the shrinkage
of all clusters if surfaces act as strong sinks for self-defects
[6]. In the case of a-iron, thermal vacancies are much more
easily created than interstitials by the various elements of
the microstructure, owing to the high formation energy of
interstitials [7,8]. In general, interstitial loop coarsening
can therefore occur only by vacancy emission [9].
However, in addition to surfaces, the presence of vacancy
clusters in a-iron after irradiation provides a powerful
source of vacancies, which contributes to the annihilation
of interstitial loops and explains why no loop coarsening is
seen [10]. A way to drastically reduce vacancy emission by
vacancy clusters is to introduce helium in the material. As a
noble gas, helium does not interact chemically with atoms
of the matrix and tends to cluster inside cavities. Vacancy
emission then becomes less favorable because it induces a
reduction of the volume available for helium atoms and
thus an increase of helium pressure [11]. In this Letter, we
show that by implanting helium at an appropriate energy, it
is possible to observe dislocation loop coarsening by
vacancy emission in a-iron during subsequent isochronal
annealings. Using numerical simulations, we highlight the
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fact that self-diffusion coefficients and thus activation free
energies can be assessed from these experiments.
Polycrystalline Fe 99.95 at.% was used for the present
study. Preimplantation characterizations showed a low dis-
location density on the order of 108 cm™2 and a micro-
structure of large grains (~ 100 um), so the influence of
dislocations and grains as sources and sinks for defects can
be safely neglected in the following. Samples were
implanted with 60-keV “He ions at room temperature
with a flux of 5.5 X 10> Hecm™2s™! up to a fluence of
10'® cm~2. This high fluence is chosen to create suffi-
ciently large interstitial loops, which can be identified by
TEM after implantation. The energy of helium ions should
not be too high in order to limit the number of vacancies
created per helium ion, so the effect of helium on the
stability of vacancy clusters is significant. After implanta-
tion, TEM samples were electropolished from rear side up
to the electron transparency without damaging the
implanted area. Observation of the as-implanted state
shows a homogeneous microstructure of small bubbles
and dislocation loops. Although loop nature analysis was
not performed, following previous results from the litera-
ture we can conclude that they are of interstitial type [12].
In situ isochronal annealing was performed in the trans-
mission electron microscope with a temperature ramp of
3 K/ min. The mean radii of helium bubbles and disloca-
tion loops were measured far from grain boundaries, to
avoid their effect on the loop and bubble microstructures
(Fig. 1). It is seen that after a low increase up to around
800 K, the loop radius sharply grows. Once dislocation
loops are sufficiently large to interact with each other, they
coalesce and form a dislocation network (Fig. 2). Over this
range of temperature, the bubble mean radius stays nearly
constant and then increases significantly at around 950 K.
To highlight the mechanisms occurring in the thin foil
during the isochronal annealing, cluster dynamics (CD)
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FIG. 1. Evolution of He-bubble and dislocation loop mean
radii upon isochronal annealing.

simulations were used. In addition to providing the mean
radii of bubbles and loops, such simulations give access to
the full helium-vacancy and helium-interstitial cluster dis-
tributions so that one can identify the elementary mecha-
nisms that are responsible for the evolution of
microstructure. CD simulations consist of solving rate
equations whose variables are the concentrations of the
different cluster types. Clusters evolve through reactions
with other clusters, irradiation, and absorption or emission
by sinks (grain boundaries, dislocations). In addition,
although CD is based on a mean field formalism, it is
possible to consider a one-dimensional dependency of
rate equations [13], which proves useful here to simulate
the implantation of helium and consider the influence of
surfaces.

In our model [14], each cluster type v is identified by its
number of vacancies (or interstitials) and helium atoms.
We do not detail here the full model but focus instead on
the terms that are important for the discussion. For immo-
bile clusters, if the creation rate inside displacement cas-
cades is zero and if the interaction between loops by direct
coalescence is ignored, the only evolution comes from
emission and absorption of mobile clusters. In this case,
the rate equations read

% = Z ‘Iv—p,,v - Z JV,V+,LU (1)
HEM

HEM

FIG. 2. Dislocation microstructure observed by TEM at
(a) 300 K, (b) 850 K, and (c) 1073 K.

where M is the set of mobile clusters, C,, is the concen-
tration of cluster class », and J, ., is a net reactive flux
between cluster v and cluster » + w, due to the mobility of
cluster w. This flux can be written as

JV,V+/.L = IBV,/_LCVC;L - au+p,,/.l,cy+,u,’ (2)

where 8, , and @, , , are absorption and emission rates,
respectively. These rates are given by

By, =4mD,r, , 3)

and

Bu,u, ( F11i+,u, ,u)
Qpypypy = ——€xpl —————— ). 4
Yy ksT

In these equations, D, is the diffusion coefficient of wu
such that D, = DY exp(—F7 /kpT), with D, the diffusion
prefactor, F; the migration free energy, kg the Boltzmann
constant, and 7 the temperature. Parameter r, , is an
effective interaction distance between clusters v and u,
V. is the atomic volume, and F%, u,p 18 the binding free
energy of cluster u to cluster v. Binding energies can be
deduced from formation free energies of clusters.

In the parametrization we use here, formation free ener-
gies of loops are given by an analytical formula fitted on
atomistic calculations using empirical potentials [15]. This
approach notably accounts for anisotropic elasticity and
contains dislocation core contributions. For bubbles we use
also a model fitted on empirical potential calculations,
which well reproduces formation energies of bubbles up
to high helium-to-vacancy ratios [16]. Formation and
migration energies of small clusters are given by density
functional theory calculations [17,18]. In high-purity
a-iron, it is well-known theoretically [19,20] and experi-
mentally [21] that interstitial loops are mobile. However,
loops were found immobile in our TEM observations,
probably due to the presence of impurities and helium,
which significantly affect loop mobility [22-25]. Previous
CD simulations have already made the assumption of loop
trapping by helium atoms [26]. For all these reasons, no
loop mobility was considered in the present calculations.

Helium implantation is simulated by CD, using a ho-
mogenization procedure of cascades to provide an effective
irradiation term accounting for spatial correlations
between defects [27]. Cascades are produced by the
MARLOWE code [28]. Although using a code based on the
binary collision approximation does not reproduce all fea-
tures of molecular dynamics simulations [29], it proves to
be convenient to simulate a large number of cascades and
obtain good statistics for the CD irradiation term. In addi-
tion, it gives an estimation of spatial correlations that can
notably explain the enhanced nucleation rate with respect
to homogeneous irradiation by high-energy electrons [12].
Loop and bubble distributions obtained by CD at the end of
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FIG. 3 (color online). Simulated evolution of the loop and
bubble microstructures with and without surfaces: (a) loop
mean radius and density and (b) bubble mean radius.

the implantation phase are then used as initial distributions
for the annealing phase [Supplemental Material [30]].

For the isochronal annealing without irradiation, two
cases are considered: in one case a 100 nm-thick thin foil
is simulated, whereas in the other case surfaces are not
considered. The mean radii of loops and bubbles are shown
in Fig. 3 in the two cases. The first thing to note is that the
sharp increase of the dislocation loop radius is reproduced.
In addition, the bubble radius only slightly evolves.
Bubbles are indeed shown to be overpressurized after
implantation [Ref. [14] and Supplemental Material [30]],
so vacancy emission is very low and bubbles grow mostly
by self-interstitial emission.

We first focus on the effect of surfaces. As shown in
Fig. 3(b), the increase of bubble size occurs at lower
temperature when surfaces are considered. This growth is
due to the formation of vacancies at surfaces, which are
absorbed by bubbles. When surfaces are not taken into
account, the increase of bubble size is still present and
occurs when interstitial loops start growing. This simulta-
neous evolution is consistent with a mechanism involving
the emission of vacancies by interstitial loops, followed by
their absorption by bubbles and loops. To explain the shift
in temperature, we consider the binding energy of a
vacancy v to a loop i, containing n + 1 atoms

F! ,=F,+F - F

In+1,0

&)

where F£ and F{ are the formation free energies of a
vacancy and an interstitial, respectively, and F? ., is the

binding free energy of an interstitial to an interstitial loop
containing n atoms. As F' f’n ,,.i 1s lower than F{ and tends
towards this value when n is large, F f’,v is always larger

than FJ. If we assume that the formation free energy of a
vacancy at surfaces is the same as in the bulk, the creation

rate of vacancies by surfaces is

exp(—F)/kyT) and is therefore larger than the creation
rate of vacancies by loops [Eq. (4)]. This explains why the
evolution of bubbles occurs at lower temperature in the
presence of surfaces in our simulations.

The role of thermal vacancies emitted by surfaces is not
seen in our experiments before loop growth. Instead, a
clear increase of the bubble radius is observed at 950 K,
which may be ascribed to the emission of vacancies by
surfaces. This discrepancy with simulations may be due to
the fact that surface contamination cannot be avoided and
is possibly responsible for a loss of efficiency of surfaces as
vacancy sources. Such variations in sink strength, depend-
ing on the surface state, have already been observed in
silicon [31]. Another argument in favor of a high tempera-
ture emission of vacancies by surfaces is given by the loop
evolution in numerical simulations. When surfaces are
considered, loop growth is observed, but the absorption
of thermal vacancies provided by surfaces is so large that
the density of dislocation loops is below the observation
limit [Fig. 3(a)]. Such a disappearing of loops is not seen
experimentally. In the following we do not consider sur-
faces, since their effect appears at high temperature in
experiments, and we focus on the evolution of the disloca-
tion loops.

As discussed previously, the main mechanism respon-
sible for loop growth is vacancy emission. During this
growth, the dislocation loop density decreases. Following
Eq. (5), the emission rate of vacancies is greater for large
loops than for small loops, so small loops shrink when
large loops grow. In other words, the chemical potential of
a vacancy in the matrix near a large loop is higher than that
close to a small loop. The interstitial loop evolution is
therefore affected by an Ostwald ripening process due to
vacancy emission.

To assess the interplay between the bubble microstruc-
ture and the loop evolution, isochronal annealings were
simulated with the same loop microstructure after implan-
tation but without helium and bubbles. In addition, to
estimate the influence of helium trapped inside bubbles,
another simulation was performed with the bubble micro-
structure, but helium was removed from bubbles, thus
creating voids. As shown in Fig. 4, when bubbles are not
taken into account, the loop radius closely follows the
evolution obtained when the full microstructure is taken
into account. The very stable bubble microstructure only
plays a role by emitting self-interstitials, which induces a
slight growth of loops. However, if helium is removed from
bubbles, the loop evolution is drastically different. Since
the binding energy of vacancies to voids F% , is smaller

v,V

proportional to

than the formation energy of a vacancy F /., dissociation of
voids occurs before the emission of vacancies by surfaces
and thus by loops is active. This provides a powerful source
of vacancies, which annihilate the loops. Therefore, the
presence of overpressurized bubbles is necessary to avoid
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FIG. 4 (color online). Simulated evolution of mean loop radius
with various cavity microstructures and no surface.

loop annihilation but does not play any role in loop growth,
so we can conclude that we are probing the sole energetic
properties of loops during the sharp increase of loop radius.

It is thus tempting to relate the temperature at which
the loop radius abruptly increases to some key parame-
ters, in order to improve the model parametrization.
Experimentally, the evolution of loops is seen at around
850 K, whereas in numerical simulations it occurs at
1050 K, so the parametrization is not satisfactory.
Inspection of Eq. (4), together with Eq. (5) and the expres-
sion of the vacancy diffusion coefficient, show that the
temperature at which the transition occurs essentially
depends on DY and on the sum of activation free energies

F,+F ™. Values that were taken in the previous calcula-

tions (F’; =2.12 eV, F?" = 0.67 eV) do not include any
entropy term and rely on a crude approximation of the
diffusion prefactor, using a value close to the Debye fre-
quency as an attempt frequency (v, = 10'® Hz). Various
studies have provided estimates for the formation entropy
[32] S,’j, the migration entropy [33] S}/, or the sum of both
terms [34], but their values remain controversial, especially
at high temperature where magnetic contribution is
expected to play a role.

However, it can be seen that the vacancy emission rate
by loops is proportional to the self-diffusion coefficient in
a-iron Dg, = fDO exp[—(H, + H™)/kyT], multiplied by
a term which accounts for curvature effects. In this expres-
sion f is the correlation factor (f = 0.727). Entropic con-
tributions are only contained in the diffusion prefactor,
since enthalpies H5 and H)' are used instead of free
energies Fﬁ and F'. A fit for T < 850 K of self-diffusion
coefficient measured experimentally gives [35] H) +

m =285 eVand v, =5 X 10" Hz. These values, com-
pared to our previous data set, show that the entropic
contributions are large and that the self-diffusion coeffi-
cient and thus the emission rate by loops were underesti-
mated. Using the Debye frequency as a reference, we find
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7| o with entropy
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FIG. 5 (color online). Simulated evolution of loop radius
with different parameters for the vacancy. Triangles: HY +
H™ =279 eV, v, = 103 Hz; circles: H} + H™ = 2.85 eV,
vy =5 X 10" Hz.

AR S = 6.2kp. Although the distinction between the
formation and migration terms is arbitrary and does not
play any role for our annealings, we choose H) =218 eV,
H!' = 0.67 eV, S5 = 4kp,and S}’ = 2.2kp, in good agree-
ment with previous studies [32,33]. Simulations performed
with the old and the new data sets are shown in Fig. 5. A
much better agreement with experiment is obtained with
the new values, which highlights the importance of taking
into account entropic contributions at these temperatures.
It should be noted that part of the discrepancy between
experiments and simulations could also come from the
parametrization of loop energetics, which is responsible
for the curvature effect mentioned above. Although the
onset of loop growth can be affected by this parametriza-
tion, for large values of radii dislocation loops are similar
to straight dislocations from a thermodynamic point of
view. Vacancy emission is governed in this case by the
formation and migration free energies of vacancies, so we
can conclude that the temperature at which loops grow
should not depend significantly on the parametrization of
loops. Another source of discrepancy between simulations
and experiments could come from the release of helium
from bubbles, which cannot be probed by our TEM obser-
vations and which could affect the loop growth. We
performed thermal helium desorption experiments on the
same type of samples with the same implantation condi-
tions [Supplemental Material [30]] and found that the
quantity of helium released is very low over the tempera-
ture range investigated here, in agreement with our calcu-
lations. Therefore, helium release probably does not
significantly influence the temperature at which loops
evolve.

To conclude, loop coarsening by vacancy emission was
observed in a-iron during isochronal annealings, which
leads to a sharp variation of loop radius at around 850 K.
This phenomenon is seen because other sources of
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vacancies that would annihilate loops are not sufficiently
efficient. In particular, due to helium implantation, vacancy
clusters are overpressurized and cannot significantly emit
vacancies. The temperature at which loops quickly grow
can be closely connected to the sum of the formation and
migration free energies of the vacancy. A good agreement
has been obtained with activation energies deduced from
self-diffusion experiments. The methodology described in
the present work is expected to be transferable to other
metals for which the formation energy of vacancies is
much lower than the formation energy of interstitials.
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