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Observing Atom Bunching by the Fourier Slice Theorem
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By a novel reciprocal space analysis of the measurement, we report a calibrated in situ observation of
the bunching effect in a 3D ultracold gas. The calibrated measurement with no free parameters confirms
the role of the exchange symmetry and the Hanbury Brown-Twiss effect in the bunching. Also, the
enhanced fluctuations of the bunching effect give a quantitative measure of the increased isothermal
compressibility. We use 2D images to probe the 3D gas, using the same principle by which computerized
tomography reconstructs a 3D image of a body. The powerful reciprocal space technique presented is
applicable to systems with one, two, or three dimensions.
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In a gas of noninteracting bosons or fermions, the fluc-
tuations and correlations are increased or decreased rela-
tive to the case of randomly located particles [1]. These
bunching and antibunching effects are due to the exchange
symmetry in the many-body wave function, and are the
spatial versions of the Hanbury Brown-Twiss (HBT) effect
[2]. However, the fluctuations can also be affected by
interactions [3-6], light-assisted collisions [7,8], or losses
[9,10]], with no direct relation to the HBT effect. The role
of the HBT effect could potentially be verified by the
anisotropy of the correlation function during ballistic ex-
pansion [11]. Another method of demonstrating that the
bunching is truly due to the HBT effect is by a calibrated
measurement of the magnitude of the effect [12], since the
exchange symmetry gives a correlation function of two or
zero for bosons or fermions, respectively.

The bunching or antibunching effects for atoms have
been observed in a thermal beam [13], a pseudothermal
beam [14], a Mott insulator [15,16], a 1D Bose gas [17,18],
a 3D Fermi gas [19-22], and a 3D Bose gas [19,23-26]. In
the 3D Bose case, a gas of metastable helium atoms was
released from its trap and allowed to fall onto a micro-
channel plate detector [19,24,25]. The arrival of the atoms
at the detector showed the bunching effect. For a 3D Bose
gas of 8’Rb atoms, the three-body recombination rate was
used to study third-order correlations [23], or the gas was
probed temporally by an electron beam [26]. Here we study
a 3D Bose gas of 3’Rb atoms by a very different technique.
We image the atoms in situ and observe the bunching
spatially in the 2D image. This requires overcoming two
major technical problems. First, the thickness of the sam-
ple perpendicular to the imaging direction can wash out the
apparent fluctuations. This problem is unique to the case of
a 3D gas. Second, the limited resolution of the imaging
system presents a challenge, regardless of the dimension-
ality. We avoid these difficulties through a reciprocal space
analysis of the in situ images. This allows us to make a
fully calibrated observation of the bunching effect in an
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in situ 3D Bose gas, with no free parameters [12]. This
calibrated measurement confirms the role of the exchange
symmetry of the many-body wave function.

The spatial version of the HBT effect is typically
observed by measuring the two-body correlation function
g®(r), where r is the distance between any two points in
the homogeneous system [19,24]. For an ideal homoge-
neous Bose gas, the correlation function is given by [1]
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where n;, = [e®¥/2m=mw/ksT — 1771 ig the Bose distribu-
tion, m is the atomic mass, w is the chemical potential, 7 is
the temperature, and »n is the density. For » much greater
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from the various 7, average to zero, and g (r) approaches
unity, as for a random distribution of particles. For r < A,
howeyver, g(z)(r) approaches 2. Figure 1(b) shows (1) for the
temperature range studied in this experiment. In order to
observe the HBT effect, one should observe that g@(r)
exceeds unity. As seen in the figure, a spatial resolution of
less than 0.2 um is thus required. However, the shaded
region of the figure shows the regime corresponding to the
resolution of our imaging system. Thus, the HBT effect is
far from resolvable.

These measurement limitations can be partially circum-
vented by studying the density fluctuations in small but
spatially resolved subvolumes of the gas, as performed
for a 1D Bose gas [17,18] and a Fermi gas [21,22].
These fluctuations are given by (SNZ)/N,=1+
n [dr[g®(r) — 1], where N, is the number of atoms in
the subvolume.

The short length scale of the correlations in position
space becomes an advantage in reciprocal space (k space).
The fact that ¢@(r) — 1 in Fig. 1(b) is such a narrow
function of r implies that its Fourier transform is a broad,
almost constant function of the wave number &, similar to
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than the thermal wavelength A = the contributions
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FIG. 1. (a) The static structure factor at various temperatures.
The deviation from unity corresponds to the HBT effect. The
shaded region indicates the k& window used in the present
experiment. (b) The two-body correlation function. The devia-
tion from unity corresponds to the HBT effect. The shaded
region indicates the regime within the resolution of the imaging
system.

white noise, as seen in Fig. 1(a). The Fourier transform is
expressed by the static structure factor

Sk)y=14+n f dr[g@(r) — 1], )

Thus, S(k) differing from unity is equivalent to the
HBT effect, in which g?(r) differs from unity. S(k) gives
the spectrum of the density fluctuations in k space [27],
which can be directly measured from the images by the
relation [28]

S = 2 Lul?) = Kowl?) G

where the averages are taken over the ensemble of images,
px is the Fourier transform of the density, and N is the
number of atoms. The static structure factor (3) is not the
same as the zero-temperature static structure factor, which
is measured by observing the response of the gas to a Bragg
pulse [29]. The zero-temperature static structure factor is
insensitive to the density fluctuations [29], and is therefore
not relevant for this work. By (2), the fluctuations
(8N?)/N, are given by S(k = 0). Since S(k) is so broad,
we do not need to measure at precisely k = 0. We can

make the observation at any convenient spatial frequency,
thus bypassing the resolution limitation, and avoiding vari-
ous sources of noise. As seen in Fig. 1(a), the spectrum is
much broader than the k window accessible by our imaging
system, which is indicated by the shaded region. By mea-
suring S(k) in the k window, Fig. 1(a) shows that we are
essentially measuring S(k = 0). The HBT effect [S(k)
exceeding unity] is seen to be strongest at these long
wavelengths, so the limited resolution of the measurement
no longer presents a problem. Note that it is impossible to
measure for k precisely zero in our closed system, since
S(k = 0) gives the fluctuations in the total number of
particles in the gas.

The second problem overcome by our k-space measure-
ment is the integration of the density in the imaging
direction, since the integration in position space gives a
slice in k space. Figure 2(b) shows the density p(r) inte-
grated in the z direction, perpendicular to the image. By the
Fourier slice theorem, the 2D Fourier transform gives a
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FIG. 2 (color). Measuring the static structure factor. (a) The
response of the imaging system. The measured points are the
ratio between the measured and expected response of a conden-
sate to short Bragg pulses. The solid curve is a polynomial fit,
which is used as the calibration. (b) In situ image of the Bose gas
at T = 1.5T.. The Fourier transform is computed within the
green rectangle. (c) The static structure factor in the k, =0
plane. The average over all temperatures is shown. The area
within the green (red) curve is the minimal (maximal) “clean
window” used to compute S(k). (d) Histogram of S(k) for the
pixels within the blue curve of (c). The green bars correspond to
the area outlined in green in (c). The red and green bars
correspond to the larger area outlined in red in (c). (e) The
mean (blue) and the median (green) of the left section of
the histogram in (d), as a function of the number of pixels
included in the section. 5000 pixels corresponds to the red and
green bars in (d).
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slice in k space, p(k,, k, k, = 0). We thus obtain the slice
of the static structure factor S(k,, k,, k, = 0), by (3). Thus,
the integration does not wash out the effect. By merely
taking the Fourier transform of each image, we therefore
overcome both of the imaging difficulties, and make a
calibrated observation of the bunching effect.

Plugging (1) into (2), S(k) can be written as [1]

S(k) =1+ /l’lk!nk/+kdkl. (4)

1
2m)3n
This expression gives us a different perspective on the HBT
effect [S(k) exceeding unity]. It results from matter wave
interference between pairs of populations ny: and ny/ .
The resulting interference fringes increase the fluctuation
spectrum S(k) above unity. As T decreases toward the
critical temperature 7T, for Bose-Einstein condensation,
the small-k populations increase, giving an increase in
the HBT effect. Indeed, S(k = 0), the quantity probed
in this experiment, is a function of the phase-space density
nA3 only.

We performed a preliminary experiment to determine
the response of the imaging system as a function of k [30].
We created counterpropagating phonons in a Bose-Einstein
condensate via short Bragg pulses. We compared the
apparent py in the image with the simulated py . The ratio
between these values gives the response shown in Fig. 2(a),
where the long-wavelength response has been brought to
unity by an overall factor. The solid curve is a polynomial
fit, which is used as the response function which calibrates
the current experiment.

In this experiment, the atomic cloud consists of approxi-
mately 7 X 103 8Rb atoms in the F = 2, my = 2 state,
confined in a harmonic magnetic potential with radial and
axial frequencies of 224 and 26 Hz, respectively. This Bose
gas is cooled by radio-frequency evaporation to a tempera-
ture greater than the critical temperature at which a con-
densate appears in the center of the trap, given by
T, = 390 nK. The cloud is then imaged by phase contrast
imaging, as shown in Fig. 2(b). We employ a short 2 us
imaging pulse and a relatively small detuning of 210 MHz.
The latter enhances the signal for the low optical density
cloud. An ensemble of usually 20 images is collected at a
given temperature. To find S(k,, k,, k, = 0) by (3), we
compute the 2D Fourier transform of each image,
within the green rectangle of Fig. 2(b). We then
make two corrections. First, we subtract off the shot
noise due to the camera and imaging laser. The shot
noise is determined from the Fourier transform for
k>4 um™!, since there is no atomic signal for these
values of k, as seen in Fig. 2(a). Second, we divide by
the square of the response function of the imaging system
shown in Fig. 2(a). Figure 2(c) shows the resulting
S(k,, ky, k, = 0). The region within the circle is resolved
by the imaging system. In order to clearly find the imaging
artifacts, Fig. 2(c) has been averaged over all of the

temperatures studied. The central white spot corresponds
to the overall shape of the cloud. The second term in (3)
removes most of this artifact, but the 1% which remains is
the strongest feature in Fig. 2(c). In order to avoid this
artifact and yet remain well within the resolution of the
imaging system, we confine our study to the region out-
lined in blue. This region contains k values ranging from 1
to3 um™!. This region contains flat gray areas (the desired
atomic fluctuations), as well as white peaks corresponding
to sinusoidal fringes in the image. The latter result from
fluctuations in the coherent light of the imaging laser.
These fringes are too weak to be detected by eye in the
image of Fig. 2(b). While one can clearly differentiate the
flat gray signal from the white imaging peaks by inspecting
Fig. 2(c), we distinguish them by studying the histogram of
the pixels within the blue curve, as shown in Fig. 2(d).
From this histogram we estimate the maximal and minimal
useful flat gray areas. The minimal area is indicated by the
green regions of Figs. 2(c) and 2(d), and the maximal area
is indicated by the combined red and green regions. The
maximal area is 1.6 times larger than the minimal area.
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FIG. 3. Calibrated observation of the bunching effect, with no
free parameters. The closed (open) circles correspond to the
maximal (minimal) observation area. The solid curve is the ideal
Bose gas model. The dashed curve includes interactions. The
error bars indicate the standard error of the mean. (a) The static
structure factor for long wavelengths. Values above unity corre-
spond to the bunching effect. (b) The isothermal compressibility.
The dotted curve indicates k7 of a classical ideal gas, for which
S(k = 0) is unity.
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In general, the flat gray area corresponds to the left region
of the histogram. The flatness of this area is clear from the
very steep left edge of the histogram. The minimal green
area is just wide enough to contain the left peak of the
histogram. In order to find the maximal area, we assume
that the noise in the flat gray area has a symmetric distri-
bution, implying that the mean is approximately equal to
the median. This is clearly not the case for the entire
histogram, with its “tail” extending to the right, corre-
sponding to the imaging peaks. Fig. 2(e) shows the mean
and the median of the distribution, as a function of the
number of pixels included in the maximal area. The mean
and median are approximately equal, as long as the area is
5000 pixels or less. We thus take 5000 pixels as the
maximal area.

Averaging S(k) over the pixels in the minimal or maximal
areas, S(k = 0) is obtained. This is shown in Fig. 3(a) as a
function of T/T,. As the temperature decreases toward T,
bunching is clearly seen, in that S(k = 0) increases above
unity. As discussed above, the plotted quantity is approxi-
mately equal to (SN2)/N, and 1 + n [[g®(r) — 1]dr, and
is a measure of nA>.

The temperature 7 is determined from Fig. 2(b) by a fit
of a semiclassical density profile obtained within the
Hartree-Fock approximation [28,31]. This fit also yields
the average density within the green rectangle of Fig. 2(b).
This temperature and density are used to compute the
theoretical S(k = 0) for an ideal Bose gas, by averaging
(4) within the k window shown in Fig. 1(a). The result is
indicated by the solid curve of Fig. 3(a). The small kinks
in the curve reflect the variations in the experimental
density. The quantitative agreement between the experi-
ment and the ideal Bose gas model is seen to be very good,
with no free parameters. The rms deviation of the experi-
ment from the model is 10% for the minimal area, and 8%
for the maximal area.

We also show the small predicted reduction in the
bunching due to the repulsive interactions, indicated by
the dashed curve of Fig. 3(a). g (r) of Fig. 1(b) has length
scale A, but the interactions suppress the correlations for
distances on the order of the s-wave scattering length a.
Thus, the importance of the interactions is quantified by the
ratio a/A [32], which is 0.02 for our experiment. The
interacting curve is calculated by inserting g@(r) = 1 +
2a% /1 + [gP (Nigew = 11 — 4a/r) in (2) [33].

The enhanced long-wavelength fluctuations of the
bunching effect, quantified by S(k = 0), imply that
the gas is readily compressible. This is expressed by the
fluctuation-dissipation theorem, which gives the relation
kp = S(k = 0)/nkgT, where the isothermal compressibil-
ity is defined by x; = n~'dn/dP, and P is the pressure
[28,34]. Fig. 3(b) shows the resulting values of k7. The
exceedingly large values shown are similar to the com-
pressibility of a Bose-Einstein condensate in the same
confining potential. Fluctuations were also used to measure

kp in a strongly interacting Fermi gas [35]. k7 can also be
measured by observing the overall density profile in a
known confining potential [16], as applied to a Mott insu-
lator [16], a Fermi gas [21,36], and a 2D Bose gas [37].

In conclusion, we have made a fully calibrated in situ
measurement of the bunching effect in a 3D Bose gas. The
result is in very good agreement with the model of a
homogeneous, ideal Bose gas. This confirms the role of
the exchange symmetry in the effect, which gives the factor
of 2 in the correlation function. The result also suggests
that interactions, light-assisted collisions, and losses play a
negligible role. Furthermore, the bunching effect gives a
measurement of the isothermal compressibility, which is
found to be 15 orders of magnitude larger than the
compressibility of air. By measuring closer to the phase
transition, the critical exponent for the isothermal com-
pressibility could be extracted. The powerful k-space tech-
nique presented could be used to study the correlations in a
variety of systems, including optical lattices.

We thank N. Pavloff, L. 1. Glazman, G. V. Shlyapnikov,
and I. Zapata for helpful conversations. This work was
supported by the Israel Science Foundation.

[1] L.D. Landau and E.M. Lifshitz, Course of Theoretical
Physics, Statistical Physics, Part 1, Vol. 5 (Pergamon,
Oxford, 1991), Sect. 117.

[2] R. Hanbury Brown and R. Q. Twiss, Nature (London) 177,
27 (1956).

[3] C.-S. Chuu, F. Schreck, T.P. Meyrath, J. L. Hanssen, G. N.
Price, and M.G. Raizen, Phys. Rev. Lett. 95, 260403
(2005).

[4] F. Gerbier, S. Folling, A. Widera, O. Mandel, and I. Bloch,
Phys. Rev. Lett. 96, 090401 (2006).

[5] G.-B. Jo, Y. Shin, S. Will, T. A. Pasquini, M. Saba, W.
Ketterle, D. E. Pritchard, M. Vengalattore, and M. Prentiss,
Phys. Rev. Lett. 98, 030407 (2007).

[6] J. Esteve, C. Gross, A. Weller, S. Giovanazzi, and M. K.
Oberthaler, Nature (London) 455, 1216 (2008).

[7] N. Schlosser, G. Reymond, 1. Protsenko, and P. Grangier,
Nature (London) 411, 1024 (2001).

[8] K.D. Nelson, X. Li, and D.S. Weiss, Nat. Phys. 3, 556
(2007).

[9] A. Itah, H. Veksler, O. Lahav, A. Blumkin, C. Moreno, C.
Gordon, and J. Steinhauer, Phys. Rev. Lett. 104, 113001
(2010).

[10] S. Whitlock, C.F. Ockeloen, and R.J.C. Spreeuw, Phys.
Rev. Lett. 104, 120402 (2010).

[11] C. Lobo, I. Carusotto, S. Giorgini, A. Recati, and S.
Stringari, Phys. Rev. Lett. 97, 100405 (2006).

[12] J. Bosse, K. N. Pathak, and G.S. Singh, Phys. Rev. E 84,
042101 (2011).

[13] M. Yasuda and F. Shimizu, Phys. Rev. Lett. 77, 3090
(1996).

[14] A. Ottl, S. Ritter, M. Kohl, and T. Esslinger, Phys. Rev.
Lett. 95, 090404 (2005).

[15] S. Folling, F. Gerbier, A. Widera, O. Mandel, T. Gericke,
and I. Bloch, Nature (London) 434, 481 (2005).

265301-4


http://dx.doi.org/10.1038/177027a0
http://dx.doi.org/10.1038/177027a0
http://dx.doi.org/10.1103/PhysRevLett.95.260403
http://dx.doi.org/10.1103/PhysRevLett.95.260403
http://dx.doi.org/10.1103/PhysRevLett.96.090401
http://dx.doi.org/10.1103/PhysRevLett.98.030407
http://dx.doi.org/10.1038/nature07332
http://dx.doi.org/10.1038/35082512
http://dx.doi.org/10.1038/nphys645
http://dx.doi.org/10.1038/nphys645
http://dx.doi.org/10.1103/PhysRevLett.104.113001
http://dx.doi.org/10.1103/PhysRevLett.104.113001
http://dx.doi.org/10.1103/PhysRevLett.104.120402
http://dx.doi.org/10.1103/PhysRevLett.104.120402
http://dx.doi.org/10.1103/PhysRevLett.97.100405
http://dx.doi.org/10.1103/PhysRevE.84.042101
http://dx.doi.org/10.1103/PhysRevE.84.042101
http://dx.doi.org/10.1103/PhysRevLett.77.3090
http://dx.doi.org/10.1103/PhysRevLett.77.3090
http://dx.doi.org/10.1103/PhysRevLett.95.090404
http://dx.doi.org/10.1103/PhysRevLett.95.090404
http://dx.doi.org/10.1038/nature03500

PRL 110, 265301 (2013)

PHYSICAL REVIEW LETTERS

week ending
28 JUNE 2013

[16]

(17]

(18]

[19]

(20]

(21]

(22]

(23]

[24]

[25]

N. Gemelke, X. Zhang, C.-L. Hung, and C. Chin, Nature
(London) 460, 995 (2009).

J. Esteve, J.-B. Trebbia, T. Schumm, A. Aspect, C.L
Westbrook, and 1. Bouchoule, Phys. Rev. Lett. 96,
130403 (2006).

T. Jacqmin, J. Armijo, T. Berrada, K. V. Kheruntsyan, and
I. Bouchoule, Phys. Rev. Lett. 106, 230405 (2011).

T. Jeltes, J. M. McNamara, W. Hogervorst, W. Vassen, V.
Krachmalnicoff, M. Schellekens, A. Perrin, H. Chang, D.
Boiron, A. Aspect, and C.I. Westbrook, Nature (London)
445, 402 (2007).

T. Rom, Th. Best, D. van Oosten, U. Schneider, S. Folling,
B. Paredes, and I. Bloch, Nature (London) 444, 733
(2000).

T. Miiller, B. Zimmermann, J. Meineke, J.-P. Brantut, T.
Esslinger, and H. Moritz, Phys. Rev. Lett. 105, 040401
(2010).

C. Sanner, E.J. Su, A. Keshet, R. Gommers, Y. 1. Shin, W.
Huang, and W. Ketterle, Phys. Rev. Lett. 105, 040402
(2010).

E. A. Burt, R. W. Ghrist, C.J. Myatt, M.J. Holland, E. A.
Cornell, and C.E. Wieman, Phys. Rev. Lett. 79, 337
(1997).

M. Schellekens, R. Hoppeler, A. Perrin, J. Viana Gomes,
D. Boiron, A. Aspect, and C.1. Westbrook, Science 310,
648 (2005).

S.S. Hodgman, R.G. Dall, A.G. Manning, K.G.H.
Baldwin, and A. G. Truscott, Science 331, 1046 (2011).

[26]
(27]
(28]

[29]

(30]

(31]

(32]
[33]
[34]

(35]

[36]

(37]

265301-5

V. Guarrera, P. Wiirtz, A. Ewerbeck, A. Vogler, G.
Barontini, and H. Ott, Phys. Rev. Lett. 107, 160403 (2011).
D. Pines and Ph. Nozieres, The Theory of Quantum Liquids
(Addison-Wesley, Reading, MA, 1988), Vol. I, Chap. 2.

L. Pitaevskii and S. Stringari, Bose-Einstein Condensation
(Oxford University, Oxford, 2003), Chaps. 7, 13.

D.M. Stamper-Kurn, A.P. Chikkatur, A. Gorlitz, S.
Inouye, S. Gupta, D. E. Pritchard, and W. Ketterle, Phys.
Rev. Lett. 83, 2876 (1999).

I. Shammass, S. Rinott, A. Berkovitz, R. Schley, and J.
Steinhauer, Phys. Rev. Lett. 109, 195301 (2012).

N. Tammuz, R. P. Smith, R.L.D. Campbell, S. Beattie, S.
Moulder, J. Dalibard, and Z. Hadzibabic, Phys. Rev. Lett.
106, 230401 (2011).

R.P. Smith, R.L.D. Campbell, N. Tammuz, and Z.
Hadzibabic, Phys. Rev. Lett. 106, 250403 (2011).

M. Naraschewski and R. J. Glauber, Phys. Rev. A 59, 4595
(1999).

K. Huang, Statistical Mechanics (Wiley, New York, 1987),
Chap. 7.

C. Sanner, E.J. Su, A. Keshet, W. Huang, J. Gillen, R.
Gommers, and W. Ketterle, Phys. Rev. Lett. 106, 010402
(2011).

Y.-R. Lee, M.-S. Heo, J.-H. Choi, T.T. Wang, C.A.
Christensen, T. M. Rvachov, and W. Ketterle, Phys. Rev.
A 85, 063615 (2012).

C.-L. Hung, X. Zhang, N. Gemelke, and C. Chin, Nature
(London) 470, 236 (2011).


http://dx.doi.org/10.1038/nature08244
http://dx.doi.org/10.1038/nature08244
http://dx.doi.org/10.1103/PhysRevLett.96.130403
http://dx.doi.org/10.1103/PhysRevLett.96.130403
http://dx.doi.org/10.1103/PhysRevLett.106.230405
http://dx.doi.org/10.1038/nature05513
http://dx.doi.org/10.1038/nature05513
http://dx.doi.org/10.1038/nature05319
http://dx.doi.org/10.1038/nature05319
http://dx.doi.org/10.1103/PhysRevLett.105.040401
http://dx.doi.org/10.1103/PhysRevLett.105.040401
http://dx.doi.org/10.1103/PhysRevLett.105.040402
http://dx.doi.org/10.1103/PhysRevLett.105.040402
http://dx.doi.org/10.1103/PhysRevLett.79.337
http://dx.doi.org/10.1103/PhysRevLett.79.337
http://dx.doi.org/10.1126/science.1118024
http://dx.doi.org/10.1126/science.1118024
http://dx.doi.org/10.1126/science.1198481
http://dx.doi.org/10.1103/PhysRevLett.107.160403
http://dx.doi.org/10.1103/PhysRevLett.83.2876
http://dx.doi.org/10.1103/PhysRevLett.83.2876
http://dx.doi.org/10.1103/PhysRevLett.109.195301
http://dx.doi.org/10.1103/PhysRevLett.106.230401
http://dx.doi.org/10.1103/PhysRevLett.106.230401
http://dx.doi.org/10.1103/PhysRevLett.106.250403
http://dx.doi.org/10.1103/PhysRevA.59.4595
http://dx.doi.org/10.1103/PhysRevA.59.4595
http://dx.doi.org/10.1103/PhysRevLett.106.010402
http://dx.doi.org/10.1103/PhysRevLett.106.010402
http://dx.doi.org/10.1103/PhysRevA.85.063615
http://dx.doi.org/10.1103/PhysRevA.85.063615
http://dx.doi.org/10.1038/nature09722
http://dx.doi.org/10.1038/nature09722

