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The mobility of molecules on a solid surface plays a key role in diverse phenomena such as friction and

self-assembly and in surface-based technologies like heterogeneous catalysis and molecular targeting. To

understand and control these surface processes, a universally applicable model of surface transport at

solid-liquid interfaces is needed. However, unlike diffusion at a solid-gas interface, little is known about

the mechanisms of diffusion at a solid-liquid interface. Using single-molecule tracking at a solid-liquid

interface, we found that a diverse set of molecules underwent intermittent random walks with non-

Gaussian displacements. This contrasts with the normal random walk and Gaussian statistics that are

commonly assumed for molecular surface diffusion. The molecules became temporarily immobilized for

random waiting times between surface displacements produced by excursions through the bulk fluid.

A common power-law distribution of waiting times indicated a spectrum of binding energies. We propose

that intermittent hopping is universal to molecular surface diffusion at a solid-liquid interface.

DOI: 10.1103/PhysRevLett.110.256101 PACS numbers: 68.35.Fx, 68.08.�p, 87.15.hj

In the context of interfacial transport, the solid-liquid
and solid-gas interfaces are unique because the dynamics
on either side of the interface are often radically different
and adsorbate dynamics may depend on one or both of the
bulk phases. At a solid-gas interface, adsorbate dynamics
are dictated by the solid, which imposes a landscape of
energy barriers. Scanning probe and field ion microscopy
experiments have revealed activated hopping as the domi-
nant mechanism controlling atomic and molecular trans-
port at solid-gas interfaces [1,2]. Less is known about
adsorbate dynamics at the solid-liquid interface because,
until recently, there were no experimental techniques that
could reveal single-molecule trajectories. Recent single-
molecule tracking experiments have exposed surface
dynamics with multiple diffusive modes and desorption-
mediated displacements [3,4]. These findings do not fit the
model for transport at the solid-gas interface, yet no
equivalent model exists for transport at the solid-liquid
interface, despite its importance.

Processes such as friction [5,6] and self-assembly [7–9]
and surface-based technologies like heterogeneous cataly-
sis [10] and molecular targeting [11,12] are influenced by
the mobility of molecules on a solid surface. For example,
intervals of surface diffusion can dramatically increase
reaction rates [13,14] over their bulk values. To understand
and control these surface processes, a universal model of
surface transport at solid-liquid interfaces is needed. To
address this need, we used single-molecule tracking to
track the motion of molecules at a model solid-liquid
interface. We found that a diverse set of molecules, includ-
ing a linear homopolymer, a globular protein, and a small
organic molecule, became temporarily immobilized for
random waiting times between surface displacements pro-
duced by excursions through the bulk fluid. This contrasts
with the two-dimensional random walk and Gaussian

statistics that are commonly assumed for molecular sur-
face diffusion. We propose that intermittent hopping is
universal to molecular surface diffusion at a solid-liquid
interface. This proposed model would modify our under-
standing of confined and surface-bound molecules [15,16],
and reveal new strategies for mimicking efficient biologi-
cal targeting [17].
We used total internal reflection fluorescence micros-

copy [18] to track the motion of individual molecules at a
planar interface between water and polished fused silica,
coated with a hydrophobic trimethylsilyl (TMS) mono-
layer. Surface preparation was previously described [19].
In each experiment, the water contained a low concentra-
tion (10 fM–100 pM) of a particular fluorescent probe that
randomly adsorbed, diffused on the surface and desorbed.
We studied four probe molecules (Fig. 1): polyethylene
glycol (PEG, Nanocs, USA), a 40 000 MW linear homo-
polymer end labeled with fluorescein isothiocyanate;
bovine serum albumin (BSA, Life Technologies, USA), a
complex 66 500 MW protein labeled with �5 AlexaFluor
555 dyes; Atto Rho6G (Atto6G, ATTO-TECH Gmbh,
Germany), a fluorescent rhodamine derivative; and
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FIG. 1. Chemical structures of the four molecules studied.
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4,4-difluoro-1,3,5,7,8-pentamethyl-4-bora-3a,4a-diaza-s-
indacene (BODIPY) (Life Technologies, USA), a small
hydrophobic fluorescent molecule. Between 104 and 105

trajectories were recorded for each molecule.
Theexperimental exposure timeswere texp ¼ 50–100 ms.

Because of the high mobility in the aqueous bulk, the probe
molecules were resolved only when they were adsorbed to
the surface. Image sequences were processed, and single-
molecule tracking was performed as previously described
[19]. Trajectories were constructed by connecting nearest
neighbor objects in consecutive images given a maximum
alloweddisplacement ofRmax ¼ 5:8 �m for PEG,BSA, and
Atto6G andRmax ¼ 7:2 �m for BODIPY. The possibility of
falsely connecting two molecules into a single trajectory is
discussed in the Supplemental Material [20].

Figure 2(b) shows a representative group of PEG trajec-
tories. Some molecular trajectories appeared immobilized
while others were highly mobile. Many trajectories

switched between periods of immobilization and mobility.
Despite their vast difference in size and complexity, all the
molecules exhibited the same general intermittent behav-
ior, although their overall mobility varied.
Intermittent dynamics and periods of immobilization

were reflected in the distributions of molecular displace-
ments (Fig. 3), which were quantified in terms of the self-
part of the van Hove correlation function [21],

Gsð�x;�tÞ ¼ 1

N

�XN
i¼1

�ðxþ xiðtÞ � xiðtþ �tÞÞ
�
; (1)

where h�i indicates ensemble averaging. This distribution
represents the probability that a molecule has moved a
distance �x along the x or y coordinate during time �t.
The distributions are not Gaussian, as one would assume
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FIG. 2 (color online). (a) Schematic diagram of molecular
surface diffusion that combines periods of immobilization with
episodes of bulk diffusion above the surface. The black curve is
the true 3D molecular trajectory and the magenta line is the
effective 2D trajectory across the surface. (b) Example trajecto-
ries of PEG at the hydrophobic TMS-water interface. Each
trajectory shown is greater than 4 s in length. A spectrum of
intermittent behavior was observed, from completely mobile
trajectories to trajectories that were immobile for their entire
length.
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FIG. 3 (color online). Distributions of molecular surface dis-
placements [Eq. (1)]. Displacement distributions at the annotated
�t for (a) PEG, (b) BSA, (c) Atto6G, and (d) BODIPY. Symbols
are experimental data measured using single-molecule tracking
and the solid lines are simulated data using the model described
in the text.
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for a simple diffusion process. Rather, they have a narrow
Gaussian peak and extended tails, which are approximately
Gaussian only in the case of BODIPY, the smallest mole-
cule studied. The narrow, central peaks are associated with
apparent displacements during periods of immobilization
(or highly constrained confinement), and do not broaden as
a function of time [Fig. 3(b)]. The width of the central
peaks, �� 0:065 �m, is consistent with imperfect local-
ization of the molecules in each image and is a reasonable
estimate of our experimental localization precision. The
extended, non-Gaussian tails are the result of true displace-
ments across the surface.

In Fig. 3, the tails of Gs exhibit decay that is slower than
exponential and possibly power-law distributed, like that
predicted for interfacial diffusion, when displacements
occur via desorption, bulk diffusion, and subsequent read-
sorption at the interface [3,22]. We found that for some
molecules, the tails became approximately Gaussian at lon-
ger times [Fig. 3(b)]. After many individual displacements,
Gs converges to a stable distribution, which for desorption-
mediated steps is a Cauchy distribution [22] that would
appear Gaussian at small displacements. This convergence
was supported by our simulation results for BODIPY.

Surprisingly, the mean square displacement of BSA and
Atto6G scale close to linearly with time (Fig. 4), despite
non-Gaussian displacement distributions. This is not
unprecedented; recent work on complex fluids revealed
coincidence of Fickian diffusion and non-Gaussian dis-
placements [23]. Techniques that are sensitive only to the
second moment of the displacement distribution, such as
fluorescence recovery after photobleaching and fluores-
cence correlation spectroscopy, might characterize this
behavior as a single Gaussian mode of diffusion. This
could explain the common interpretation of immobiliza-
tion and Fickian diffusion in protein-surface studies [24].
In contrast to the linear or subdiffusive scaling of the mean
square displacement that we observed (Fig. 4), the
O’Shaughnessy model for desorption-mediated diffusion

predicts superdiffusive behavior [22] given certain as-
sumptions, including a single, characteristic desorption
time �, which is much shorter than the time over which
diffusion is observed, �t. However, this assumption is not
valid for our experiments, where the molecules exhibit a
range of desorption times which can be on the same order
as the experimental time scale, thus dampening the scaling
of the mean square displacement in the same way that
intermittent trapping causes transient subdiffusion. We
also observed convergence towards a Gaussian form for
some of the data [Figs. 3(b) and 3(d)], suggesting that we
may be approaching the central limit in some cases. There
may be some subtle deviation from the O’Shaughnessy
model [22], such as imperfect sampling of the distribution
or non-ideal bulk diffusion, which leads to faster recovery
of the central limit and Fickian behavior.
Like in glassy systems [25], individual trajectories

switched between periods of immobilization and mobility
[Fig. 2(b)], so the transport cannot be described as a sum of
two molecular populations. Rather, it is consistent with the
so-called continuous time random walk (CTRW) model
(additional evidence for intermittent dynamics is presented
in the Supplemental Material [20]). The CTRWmodel was
developed to describe diffusion in disordered environments
and is used to describe motion that switches between
immobilization and mobility [26,27]. In contrast to a
discrete random walk, in the CTRW model, the walker
spends a random waiting time t immobilized between each
instantaneous displacement. If immobilization is due to
trapping with a single binding energy Eb, the distribution
of waiting times is exponential, c ðtÞ � expð�t=�Þ where
� / expð�Eb=kTÞ. When there is more than one binding
energy, c ðtÞ is broader than a single exponential. We
measured experimental waiting times by defining a one-
step distance threshold of 0:2 �m to distinguish immobi-
lized vibrations from true displacements (the influence
of threshold on waiting times is discussed in the
Supplemental Material [20]). For all of the molecules,
the waiting times were approximately power-law distrib-
uted (suggesting a spectrum of binding energies) with a
universal exponent of �2:5 (Fig. 5).
To model the experimental data, we simulated two-

dimensional CTRW dynamics using a waiting-time distri-
bution c ðtÞ and a step-size distribution fðrÞ. Based on our
experimental observations (Fig. 5), we used a power
law for the waiting-time distribution, c ðtÞ¼ ðð��1Þ=
tsÞðts=tÞ� with a universal power-law exponent of �¼2:5.
During waiting times, we assumed the noise-dependent,
apparent vibrations to be Gaussian distributed, fvibðrÞ �
expð�r2=2‘2Þ, with ‘ ¼ 0:065 �m dictated by our
experimental localization precision. Our experimental dis-
placement distributions and theoretical predictions [22]
also suggest a power-law step-size distribution,
fðrÞ ¼ ðð�� 1Þ=rsÞðrs=rÞ�. With c ðtÞ and fðrÞ, we simu-
lated CTRW trajectories and compared the resulting

FIG. 4 (color online). Mean square displacement as a function
of time. Symbols are experimental data and solid lines are fits

to the model hr2i ¼ 4�ð�tÞ�. The power-law exponents are
� ¼ 0:79ð2Þ, 0.96(1), 0.93(1), and 0.88(2) for BODIPY,
Atto6G, BSA, and PEG, respectively.
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displacement distributions with the experimental data in
Fig. 3 (simulation details are in [20]). We found that a
universal step-size power-law exponent, � ¼ 2:3,
reproduced all of the experimental displacement distribu-
tions (uncertainty in � is discussed in the Supplemental
Material [20]). This is the first experimental observation
of power-law distributed displacements predicted for
desorption-mediated surface diffusion. The distribution
of desorption-mediated step lengths is predicted to scale
like fðrÞ � r�1 and fðrÞ � r�3 at small and large r respec-
tively [28]. The value of � ¼ 2:3 that best described our
data fell within this range and lattice Monte Carlo simula-
tions confirmed that fðrÞ � r�2:3 is a good description for
desorption-mediated steps over a large range of length
scales (see Supplemental Material [20]).

We found that the scale parameters, ts and rs, were
strongly coupled in their influence on the simulated dis-
placement distributions, so we set rs ¼ 0:2 �m (the dis-
tance threshold for the waiting-time analysis) in all the
simulations, and used the waiting-time scale parameter as
the only adjustable parameter in fitting the experimental
data. The inverse approach, holding ts constant and varying
rs, did not produce good fits. The waiting-time scale pa-
rameters that best described our data were ts ¼ 80, 50, 50,
and 5 ms for PEG, BSA, Atto6G, and BODIPY, respec-
tively. The waiting times systematically decreased going
from the polymer to the small hydrophobic probe, consis-
tent with smaller energy barriers for the smaller molecules.
Although the BODIPY data [Fig. 3(d)] could be modeled
by a combination of two Gaussians, as could the BSA data
at long times [Fig. 3(d), blue circles], such a model could
not describe the data in general. We believe that these data
represent a special case of the universal model proposed
where the step size distribution is approaching the central
limit for reasons described above. The simulations imply
that the experimental data are consistent with (i) a broad
distribution of waiting times (with a universal form) imply-
ing a spectrum of binding energies and (ii) a power-law

distribution of step sizes consistent with desorption-
mediated displacements.
To test whether intermittent hopping is specific to the

amorphous surfaces we used, we also tracked the motion of
Atto6G at an atomically flat crystalline mica-water inter-
face. The mica surface was prepared by gluing a 10 mm
diameter mica disc (Electron Microscopy Sciences, USA)
to the center of a fused silica wafer using index matched
optical adhesive (NOA 84, Norland Products, USA), and
reducing the mica thickness as much as possible using
adhesive tape. Even at a crystalline mica surface, the
dynamics were dominated by long periods of immobiliza-
tion [20], similar to what we observed for Atto6G at a fused
silica-water interface (data not shown). We also tested a
less polar solvent, monitoring the motion of Atto6G on
TMS in a tetrahydrofuran solution, where interactions
other than the hydrophobic effect would dominate the
dynamics. As before, the data contained the same qualita-
tive features of intermittent dynamics that we observed at
the TMS-water interface [20]. However, it is clear that the
details depend on the surface chemistry and solvent. For
example, the prevalence of apparent immobilization on
mica could be due to a lower adsorption rate, causing
most molecules to escape into the bulk after a single
desorption event. The data on mica and in nonaqueous
solvent are consistent with an intermittent hopping mecha-
nism and suggest that the non-Gaussian behavior described
here is not an anomaly of the hydrophobic-water interface.
It was also recently shown that desorption-mediated

diffusion occurs at the interface between water and high
viscosity oil [29]. That result, using a homogeneous liquid-
liquid interface, suggests that intermittent hopping is not
simply the result of surface heterogeneity. Theoretically,
however, the power-law nature of the step-size distribution
is specific to strongly adsorbing systems over certain time
and length scales [22], so systematic changes in physical
parameters could move a system from the strongly adsorb-
ing to the weakly adsorbing regime with consequent
changes in dynamics. In future work, we will systemati-
cally investigate this parameter space and the resulting
changes in surface transport.
Our observation of desorption-mediated displacements

implies that the energy barriers to desorption are the same
as those that control surface transport. This explains pre-
vious observations for many molecules at the solid-liquid
interface [30] and contrasts with the uniform and relatively
small barriers to surface diffusion in most solid-gas
systems [1]. Our observation of intermittency suggests a
disordered binding energy landscape. For polymers at a
solid-liquid interface, a broad distribution of binding ener-
gies was previously found [31], and even a single PMMA
monomer can bind to a surface under long-lived, nonequi-
librium orientations [32]. Therefore, it seems plausible that
a broad waiting time distribution could govern the dynam-
ics of many molecules at a solid-liquid interface. Long
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FIG. 5. Distributions of the waiting time between surface dis-
placements greater than 0:2 �m. The data sets were translated
vertically to allow easier interpretation (the PEG, Atto6G, and
BODIPY data were shifted by a factor of 101, 10�2, and 10�3,
respectively). The dashed line illustrates c ðtÞ � t�2:5 behavior.
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periods of immobilization would dramatically affect re-
laxation processes like homogenization of surface cover-
age variations, similar to the way that long waiting times
dominate viscosity in glasses. We found power-law distrib-
uted surface displacements, making large displacements
much more probable than one would predict for Gaussian-
distributed displacements. Large displacements could
significantly influence kinetically controlled surface pro-
cesses like heterogeneous nucleation of surface structures
or first-passage time dependent targeting and signaling
[17]. Desorption-mediated displacements and CTRW sta-
tistics could provide a new framework for understanding
and manipulating surface processes. For example, direct
coupling between surface and bulk transport could be
leveraged in microfluidic applications [11]. An apprecia-
tion of intermittent molecular transport at the solid-liquid
interface could also reveal paths towards enhanced kinetics
like those in biological systems [17].
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