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A first-principles-based effective Hamiltonian is used to investigate low-temperature properties of

BaðZr;TiÞO3 relaxor ferroelectrics under an increasing dc electric field. This system progressively

develops an electric polarization that is highly nonlinear with the dc field. This development leads to a

maximum of the static dielectric response at a critical field, Eth, and involves four different field regimes.

Each of these regimes is associated with its own behavior of polar nanoregions, such as shrinking,

flipping, and elongation of dipoles or change in morphology. The clusters propagating inside the whole

sample, with dipoles being parallel to the field direction, begin to form at precisely the Eth critical field.

Such a result, and further analysis we perform, therefore, reveal that field-induced percolation of polar

nanoregions is the driving mechanism for the transition from the relaxor to ferroelectric state.
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Relaxor ferroelectrics exhibit a frequency-dependent
and broad dielectric response around some specific finite
temperature, while they remain macroscopically paraelec-
tric and cubic down to 0 K [1]. These complex materials
have been extensively studied [1–24], and one popular
scenario to explain such properties is the formation of polar
nanoregions (PNRs). Another feature of relaxors is that
they acquire a macroscopic polarization when a large
enough electric field is applied to them. Despite the fact
that the transition from relaxor to ferroelectric state has
been a topic of many studies [25–33], several issues related
to it are still unknown or controversial. For instance, how
PNRs individually and collectively respond to an electric
field, in order to render the system ferroelectric, is an open
question. Ideally, one would also like to know if there is a
universal mechanism driving this transition, and if this
mechanism can be described by percolation [34]—which
is a fundamental theory that has sometimes been advocated
to be responsible for a temperature, rather than field, in-
duced transition from relaxor to ferroelectric state [35–38].

The goal of this Letter is to resolve this paucity of
knowledge by investigating a BaðZr;TiÞO3 (BZT) system
under dc electric fields. Such a compound was chosen
because it is a relaxor that has attracted a lot of attention
[39–47], and because recent computations showed the
existence of static PNRs there at low temperatures [48].
Our present ab initio simulations reveal that the field-
driven transition from a relaxor to ferroelectric state
involves four different field regimes in BZT, each associ-
ated with their own specific change in morphology of the
PNRs or evolution of the dipoles inside these PNRs.

Another important finding is that percolation is indeed
discovered to be at the heart of this transition. However,
in contrast to conventional percolation theory, it is the
field’s magnitude that is playing here the role typically
assigned to the composition, with the objects percolating
being the PNRs’ dipole moments (rather than sites and
bonds).
We use the first-principles-based effective Hamiltonian

approach that has been recently developed for BZT solid
solutions [48]. More details about this approach is pro-
vided in the Supplemental Material [49] and involves the
quotation of Refs. [48,50–58]. Here, we apply the electric
field lying along the [111] pseudocubic direction, and
having a magnitude varying between 0 and 2�108V=m.
12� 12� 12 supercells (8640 atoms) are typically used
within Monte Carlo simulations, but larger supercells were
also tested to check the convergency of our results. Zr and
Ti ions are initially randomly distributed over the B sub-
lattice and then kept frozen, in order to mimic disordered
BZT solid solutions. Practically, 20 different random con-
figurations are selected and properties to be shown are
averaged over all these realizations of disordered systems.
As shown in Ref. [48], this effective Hamiltonian pre-

dicted that PNRs—all possessing Ti ions that are displaced
along one of the eight h111i directions—exist within a
Zr-rich paraelectric matrix in disordered BaðZr0:5Ti0:5ÞO3

compounds, when no field is applied and for temperatures
below ’130 K [59]. This latter critical temperature was
identified as the freezing temperature in Ref. [39]. The
overall polarization of the whole sample was found to
vanish in that case, because different PNRs exhibit Ti
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displacements along different h111i directions. Figure 1(a)
provides a snapshot of the dipolar configurations in a
(y, z) plane at 10 K when no external field is applied. Ti
ions belonging to PNRs existing in this plane are identified
and delimited by means of red solid lines there. For
instance, clusters ‘‘2’’ and ‘‘5’’ have dipoles all nearly
aligned along [111], while cluster ‘‘3’’ exhibits a local
polarization lying along [1�1 �1 ] and clusters ‘‘6’’ and ‘‘7’’
possess electric dipoles being along [1�11] and [�111],
respectively. Note that PNRs are practically determined
by attempting to add new (first-nearest neighbors) dipoles
to a given PNR, and by accepting such dipoles if the
condition of a 90% likelihood (as computed by Bayesian
methods [60]) of their direction with respect to that of the
dipoles already existing inside the PNR is satisfied.

Figure 2 shows the behavior of the overall polarization
as a function of an increasing electric field, that is applied
along [111]. This function is strongly nonlinear, which is a
known fingerprint of relaxors under electric fields [61].
(Note that we also checked that decreasing this field
from its maximal investigated value until fully annihilating
it results in a small but nonvanishing polarization (of
0:11 C=m2), which is another known feature of relaxors
[61].) As indicated in Fig. 2 by means of solid lines, this
polarization-versus-field curve can be nicely fitted by
the following expression: P ¼ aEþ bE3 þ cE5 þ dE7,
where P and E are the magnitude of the polarization and
electric field, respectively, while a, b, c, and d are fitting
parameters. The a parameter is directly related to the linear

dielectric susceptibility, while b, c, and d correspond to
nonlinear susceptibilities of the order 3, 5, and 7, respec-
tively [62]. We numerically found that a, b, c, and d are
equal to 61:8� 10�11, 18:1� 10�26, �86:0� 10�43, and
17:6� 10�59 in S.I. units, respectively. Note that c is the
only coefficient that is negative in BZT under the field
applied along [111], and that we checked that the orders of
magnitude and sign of these parameters are unchanged
when increasing the supercell size. Taking the derivative
of the aforementioned fitting polynomial of order 7 with
respect to electric field provides the static dielectric
response shown in the inset of Fig. 2. The field behaviors
of the polarization and of this dielectric response allow the
introduction of four different regions. Region I ranges
between 0 and 3� 107 V=m, and is associated with a
nearly linear and slight increase of the polarization when
increasing the field—resulting in a relatively small and
slightly increasing dielectric response. Then, region II
occurs for fields larger than 3� 107 V=m but smaller
than 1:0� 108 V=m, and is characterized by a strong
deviation from a linear behavior of the polarization with
field. Such deviation leads to a rapid increase of the
dielectric constant from ’ 100 to over 300 when the field
grows. Region III exists for fields ranging between
108 V=m [corresponding to the inflexion point of PðEÞ]
and up to 1:7� 108 V=m, and is also associated with a
strong nonlinear dependency of the polarization with field.
However, unlike region II, increasing the field in region III
results in a significant decrease of the dielectric constant.
Such a latter quantity therefore exhibits a maximum at the
border between regions II and III, and the resulting tran-
sition from region II to region III can be considered as
being diffuse. (This fact contrasts with the case of
PbðMg;NbÞO3 for which the field-induced relaxor-to-
ferroelectric transition can rather be of first order and can
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FIG. 1 (color online). Snapshots of the dipolar configurations
in a given (y, z) plane for different electric fields applied along
[111] in disordered BaðZr0:5Ti0:5ÞO3 solid solutions, at 10 K.
Panels (a), (b), (c), (d), (e), and (f) correspond to the field’s
magnitude of 0 V=m (region I), 3� 107 V=m (regions I/II),
8� 107 V=m (region II), 1:2� 108 V=m (region III), 1:7�
108 V=m (regions III/IV), and 2:0� 108 V=m (region IV),
respectively. Green color (small arrows) indicates that the local
modes are centered on Zr ions. Blue and black colors (large
arrows) indicate that the local modes are centered on Ti ions, and
that the corresponding x component of these local modes are
negative and positive, respectively. Red color (solid line) is used
to delimit PNRs. The clusters appearing in panel (a) are denoted
by numbers varying between 1 and 8.

0.0 5.0x107 1.0x108 1.5x108 2.0x108
0.0

0.2

0.4

0.6

IV

P
, C

/m
2

E, V/m

I
II

III

0 1x108 2x108
0

100

200

300

IVε

E, V/m

I II III

FIG. 2 (color online). Dependency of the overall macroscopic
polarization on the magnitude of the electric field applied along
[111] in disordered BaðZr0:5Ti0:5ÞO3 solid solutions, at 10 K. The
red line represents a fitting of the numerical data by a specific
polynomial (see text). The inset displays the dielectric response
that can be derived from that polynomial. The ranges of occur-
rence of regions I, II, III, and IV are indicated via the use of
dashed lines.
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be accompanied by a jump in polarization [62].) Finally,
for fields larger than 1:7� 108 V=m, region IV happens. It
possesses a small, nearly linear variation of the polariza-
tion with field, yielding a dielectric response that is quite
small and that slightly decreases with the field’s
magnitude.

Let us now focus on Fig. 1, in order to gain a micro-
scopic understanding of the polarization-versus-field curve
of Fig. 2 and of regions I–IV. Figure 1 displays the snap-
shots of the dipolar configuration in a given (y, z) plane for
different magnitudes of the applied electric field, E. By
comparing Figs. 1(a) and 1(b), one can see that increasing
E in region I does neither affect the morphology of the
polar nanoregions that already exist when the field is null
nor the direction of their own local polarization. In fact, our
simulations reveal that the magnitude of the local polar-
ization of these PNRs slightly increases (respectively,
decreases) with E if this local polarization lies (respec-
tively, does not lie) along the field direction. Such micro-
scopic evolution is mostly responsible for the small change
of the overall polarization with field in region I. Note that
additional, small clusters also form in region I [see, e.g.,
top left of Fig. 1(b)], and also contribute to the small
change in polarization. Then, progressively increasing E
in region II has three dramatic consequences: (1) Large
PNRs with local dipoles that are not initially aligned along
the field direction considerably shrink in size and have
some of their dipoles flipped towards the field’s direction
[cf. the evolution of cluster 3 between Figs. 1(b) and 1(c)];
(2) Novel large clusters with dipoles lying along the direc-
tion of the electric field form [see top left of Fig. 1(c)]; and
(3) Ti clusters that initially possessed dipoles being along
the field direction grow in size [see the expansion of clusters
2 and 5when going fromFig. 1(b) to 1(c)]. Items (1)–(3) are
responsible for the strong nonlinear behavior of the overall
polarization, and the resulting enhancement of the dielectric
response, with the field in region II. Increasing E in region
III continues to lead to the shrinking, or even annihilation,
of some small clusters if their dipoles are not aligned along
the field direction [see the PNR at the bottom right of
Fig. 1(c) that disappears in Fig. 1(d)]. As clearly seen in
Fig. 1(e), its main effect, however, is the formation of rather
large PNRs. Such formation occurs via the ‘‘merging’’ of
small clusters into large PNRs, via the flipping of dipoles
that were in between these small clusters, as evidenced
by comparing Figs. 1(c)–1(e). This merging also results
in a nonlinear behavior of the overall polarization versus
field, but is accompanied by a decrease of the static dielec-
tric response. Finally, in region IV, comparing Figs. 1(e) and
1(f) tells us that small and large PNRsmostly experience an
increase of their dipoles (that are all aligned along the field’s
direction) when increasing the field’s magnitude. This leads
to a small, nearly linear increase of the overall polarization
and to a relatively small value of the dielectric response. It is
interesting to realize that, in region IV, the dipoles centered
on Zr ions are still small in magnitude, which is consistent
with a previously suggested idea that a relaxor has two

components: a spherical glassy matrix, that does not re-
spond to an electric field, and polar nanoclusters that rear-
range themselves when under electric field [37]. Moreover,
in region IV, certain Ti dipoles still do not belong to any
PNR. Such Ti dipoles are typically those located within a
Zr-rich environment and can be small, as consistent with the
first-principles work of Ref. [43].
To further understand properties of BZT under an elec-

tric field, we decided to check if our results can be analyzed
within percolation theory. Accordingly, two different prop-
erties were computed from the outputs of our MC simula-
tions. One quantity is the average cluster size [34]:

hsi ¼ hN2i=hNi; (1)

where N is the number of Ti sites belonging to a PNR, and
where ‘‘h� � �i’’ denotes average over all the PNRs belonging
to the supercell. The other quantity is the so-called strength
of the percolating cluster [34], that is calculated as:

P1 ¼ N1=NTi; (2)

where N1 is the number of the distinct Ti sites (of the
supercell) belonging to the (infinite) percolating cluster,
and where NTi is the number of Ti ions in the supercell
[63]. The cluster is taken to be percolating when it is found
to spread from one side of the supercell to its opposite side
along the [100] (x), [010] (y), or [001] (z) direction.
It is important to recall that in ‘‘conventional’’ percola-

tion, that is in percolation induced by composition, x, the
average cluster size diverges at the percolation threshold,
xc, following a 1=jxc � xj� behavior, with the � coefficient
depending on the dimensionality and type of the lattice
[34]. On the other hand, P1 starts to rapidly grow for
compositions above xc, adopting a ðx� xcÞ� power law
with the value of � being also tabulated for different
dimensionalities and lattices [34].
Figure 3 shows that, in regions I and II, P1 basically

vanishes. On the other hand, the strength of the percolating
cluster becomes finite and significantly increases when the
field increases in regions III and IV, that is above the
critical value, Eth, of 10

8 V=m. Interestingly and as also
indicated in Fig. 3, the behavior of P1 versus the field can
be rather well fitted by a ðE� EthÞ�E power law for fields
above Eth. These findings reveal that percolation of the
PNRs does take place in BZTat the beginning of region III,
with the magnitude of the static electric field playing the
role of composition in conventional percolation theory.
Note that �E is practically found to vary between 0.6 and
0.7, when going from a 12� 12� 12 to 16� 16� 16
supercell. The inset of Fig. 3 also shows that hsi is
nearly constant, around 3, in region I. This reflects the
previous finding that PNRs are typically small and their
morphologies are not evolving too much, for small fields
[see Figs. 1(a) and 1(b)]. Then, the average cluster
size significantly increases when increasing E in region
II. The behavior of hsi versus E can be well fitted by
1=jEth � Ej�E . Such results are once again consistent
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with standard percolation theory, once assuming that the
electric field plays the analogous role of composition. Our
simulations performed on a few different supercell sizes
provide a value of �E ranging between 1.0 and 1.3, which
is consistent with the value assumed in Ref. [36] for a
temperature-induced percolation in PbðMg;NbÞO3 relaxor.

The connection between the formation of the field-
induced polarization in relaxors and percolation driven
by electric fields is therefore found here to explain and
understand properties of BZT relaxors under electric fields
[64]. For instance, our present work reveals that the maxi-
mum of the dielectric response displayed in the inset of
Fig. 2 corresponds to the percolation threshold, that is to
the minimum field for which the infinite cluster can perco-
late inside BZT. We therefore hope that our study not only
leads to a better understanding of relaxor ferroelectrics, but
will also open numerous investigations checking or using
percolation theory to analyze properties of these fascinat-
ing materials [73].
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