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We report on the experimental realization of electric quantum walks, which mimic the effect of an

electric field on a charged particle in a lattice. Starting from a textbook implementation of discrete-time

quantum walks, we introduce an extra operation in each step to implement the effect of the field. The

recorded dynamics of such a quantum particle exhibits features closely related to Bloch oscillations and

interband tunneling. In particular, we explore the regime of strong fields, demonstrating contrasting

quantum behaviors: quantum resonances versus dynamical localization depending on whether the

accumulated Bloch phase is a rational or irrational fraction of 2�.
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Discrete-time quantum walks conceptually represent the
simplest realization of transport in a quantum system. In
essence, a spin-1=2 particle moves on a lattice in discrete
steps, with the direction determined by its internal spin
state. A coin operation acting on the internal states is
applied at each step, allowing for the coherent coupling
of spin-dependent quantum paths. The iteration of the shift
and coin operation delocalizes the particle over a complex
host of paths that interfere with each other, determining
the relevant transport properties. Emblematic of quantum
walks is, for instance, the ballistic spreading of the walker,
which contrasts strikingly with the diffusive classical
transport of random walks. For a review, see Ref. [1] and
references therein.

This quantum transport model, first introduced by
Feynman while developing a path integral formulation of
quantum mechanics [2], still holds great relevance because
it is simple and yet very powerful. In fact, quantum walks
have recently been shown to constitute a universal compu-
tational primitive [3] and to provide the basis for a series of
quantum algorithms [4]. Over the past few years, it has
become technologically possible to implement discrete-
time quantum walks in real systems and to realize the
coin operation in a variety of ways such as using cold
atoms [5] and trapped ions [6,7] with the qubit encoded
in hyperfine states or using single photons with the qubit
encoded in either polarization states [8] or different spatial
modes [9].

Since their first experimental realization, discrete-time
quantum walks, as well as the closely related continuous-
time versions, have yielded numerous achievements such
as quantum correlations between identical walkers [10],
observation of topological protected states [11], and the
prediction of artificial molecular states [12], to mention
only a few. However, little attention has been paid by
experiments to the connection between the behavior of
quantum walks subject to an external driving field and

the underlying dispersion relations. In this respect, we
present in this Letter an experimental study of the
dynamics of a single quantum particle performing a one-
dimensional quantum walk under the application of an
artificial electric field. The principal aspects of this prob-
lem have been theoretically addressed, like the recurrence
probability as a function of the field strength [13]. Very
recently we have mathematically studied in detail the
spectral properties of the system, which provide guidance
to experiments in the long-time limit [14]. Some of these
aspects have been also reproduced with a classical ana-
logue of quantum walks employing laser pulses circulating
in a fiber loop network [15].
In a discrete-time quantum walk, quantum states evolve

by applying for each step the unitary operator Ŵ0 :¼ Ŝ Ĉ ,

where Ĉ is the coin and Ŝ is the shift operator. The walk can
be turned into an electric one by adding the extra operation

F̂E :¼ expði�x̂Þ to its sequence, with x̂ being the lattice
position operator. Here � represents the phase imprinted
by the effective electric field between two adjacent lattice
sites at each step. In other words, this phase represents the
action of an electric field E coupled to a charge q, which is
justified by the formal definition � :¼ qEd�=@, with d
being the lattice constant and � the duration of a single
step of the walk. A block illustration of the resulting electric

walk ŴE :¼ F̂EŴ0 is displayed in Fig. 1(a). Because the

zero-field walk Ŵ0 is translationally invariant, the natural
way to study the dynamics of the system in the presence
of an electric field is to use the Fourier representation

where the quasimomentum k̂ is a diagonal operator. In k

space, the operations constituting Ŵ0 can be conveniently

expressed in terms of Pauli matrices: Ŝ :¼ expð�ikd�̂zÞ is
the spin-dependent shift and Ĉ :¼ expð�i��̂y=4Þ is the

Hadamard coin. Owing to two internal states, the energy

spectrum of Ŵ0 possesses two bands, see Fig. 1(b), which
are functions of k in the Brillouin zone [��=d, �=d].
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In this representation, the field operator can be written

as F̂E ¼ exp½�ð�=dÞ@=@k�, which represents a displace-
ment of k by�=dmodulo the Brillouin zone, as indicated
in Fig. 1(b). If �, which we call Bloch phase, is com-
mensurable with 2�, i.e., � ¼ 2�n=m with n and m
without a common factor, after m steps the quasimomen-
tum returns to its original position. We will call this a
‘‘rational electric field’’ to distinguish it from an ‘‘irra-
tional’’ one.

The dynamics of this system exhibits a close analogy
with the problem of Bloch oscillations of a charged particle
in an electric field, which has been used in other systems as
a hallmark of quantum transport, such as using cold atoms
[16], photons [17], and electrons in superlattices [18].
Beyond this evident similarity, the discrete-time nature of
the system gives rise to unique transport features, which
reflect the commensurability of the Bloch phase with 2�.
For instance, with a rational electric field, one realizes that
the system is still invariant under a translation of a multiple
of m sites. This is in striking contrast to the continuous-
time situation of an electron in a lattice under the action of
an external electric field, where the lack of translational
symmetry leads to Wannier-Stark localization [19]. In the
discrete-time case instead, this translational symmetry
allows us to define a quasimomentum k in a restricted
Brillouin zone [��=ðmdÞ, �=ðmdÞ] producing the energy

bands depicted in Fig. 1(c). Their analytic expression is
given in Ref. [14]. In general, the singular properties of the
discrete-time case become more pronounced in the regime
of strong fields, which is defined by Bloch phases that are a
sizable fraction of 2�. In this Letter we will focus explic-
itly on this regime in order to put in clear evidence the new
properties of electric quantum walks.
Discrete-time quantum walks are implemented in our

systems using single Cs atoms in spin-dependent optical
lattices: the pseudo-spin-1=2 state j"i ¼ jF ¼ 4; mF ¼ 4i
or j#i ¼ jF ¼ 3; mF ¼ 3i is trapped in its respective peri-
odic potential created by �þ- or ��-polarized optical
standing waves. In each lattice well, atoms are cooled to
the motional ground state in the lattice direction by means
of microwave sideband cooling, allowing a spin coherence
time of 300 �s. Because the lattice potential is very deep
(800 recoil energy units), each spin component of the atom
strictly follows the displacement of the corresponding
spin-dependent lattice, without undergoing any tunneling
between sites. In this sense, during a spin-dependent shift
operation each spin component moves along well-defined
trajectories. Each shift lasts 24 �s, which is chosen to
minimize motional excitations inside the potential wells
to below 1%. The relative displacement between the two
lattices is varied with nanometer precision from 0 to d at
one step and from d to 0 at the next step, where in our
system d ¼ 433 nm [5]; it can be shown that the resulting
walk is fully equivalent to the one represented in Fig. 1(a).
The coin operation is implemented by microwave pulses
lasting about 11 �s, which realize a 3�=2 rotation rather
than a �=2 rotation to take advantage of a partial refocus-
ing of inhomogeneous dephasing effects. The rotation
angle is determined with an experimental precision of
2%. The phase � is controlled by accelerating both spin-
dependent lattices in the same direction for a certain time
at each step, producing in the reference frame of the lattice
an identical inertial force on both spin states. The accel-
eration is realized by quadratically ramping the phase of
one lattice arm with a direct digital synthesizer; � is
independently measured by using a two-site-splitting
atom interferometer [20]. Both the spin-dependent shift
and the lattice acceleration leave the atom in the motional
ground state with a probability higher than 99%. At each
run of the walk, the displacement of the atom is determined
by measuring its position in the lattice before and after the
walk by fluorescence imaging, with an efficiency at around
90% to retrieve the exact lattice site.
In order to study the dynamics of an electric quantum

walk in the regime of strong rational fields, we prepare a
single atom in a given lattice site with spin j"i and we let it
evolve for an increasing number of steps of the sequence
described in Fig. 1(a) with � ¼ 2�=8. In the physical
picture presented in Fig. 1(b), the initial state corresponds
to an equal superposition of all momentum states, with the
relative weight between the two bands as a function of k.

FIG. 1 (color online). (a) Block representation of an electric
quantum walk. (b) The quasimomentum shifts in discrete units
of �=d at each step within the Brillouin zone. Solid and dashed
curves are the two energy bands of a quantum walk in zero field.
Starting for example with k ¼ 0, the momentum returns to its
initial value after five steps, similar to Bloch oscillations (inter-
band tunneling is here omitted). (c) The energy states of a
rational electric quantum walk form nearly flat bands, resem-
bling two Wannier-Stark ladders (solid and dashed lines).
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For this value of �, one expects a revival of the initial
distribution for every eight steps, i.e., a peak at the origin,
due to an integer number of cycles of k around the
Brillouin zone. The measured distributions in Fig. 2(a)
indeed exhibit evidence of revivals at 8 and 16 steps.
However, neither the measurements nor the theoretical
values show a full revival signal, but rather a spreading
behavior, which becomes ballistic for a large number of
steps. The origin of this behavior lies in the small yet non-
negligible band curvature in Fig. 1(c). The Floquet theory
helps us construct an intuitive picture of this mechanism,
where we represent the energy states on a periodic poten-
tial tilted due to the external field and folded in the interval

2�@=�, see Fig. 2(b); in fact, the eigenvalues of ŴE allow

energy to be defined only up to a multiple of this interval
[21]. It becomes clear then that at every m site the energy
levels are resonantly aligned allowing for certain tunneling
J, which corresponds to the curvature of the bands in
Fig. 1(c). The same mechanism is interpreted in terms of
quantum resonance in quantum kicked rotor systems [22]
and in modulated optical lattices [23].
It is of interest to connect the observed behavior of

quantum resonances to interband tunneling. While every
step shifts the quasimomentum k, the internal state remains

unaffected by F̂E, thus resulting in a tunneling between the
two bands in Fig. 1(b). We choose to focus on the strong
driving regime where the typical adiabatic assumption to
treat the tunneling no longer applies. The analytical solu-
tion of the problem predicts for� ¼ � a dramatic diabatic
tunneling that entirely swaps the populations of the two
bands at every step. The distribution recorded for this case
is compared to the case of � ¼ 2�, which in turn is
expected to be equivalent to the case of no force, see
Fig. 3. This comparison reveals a striking resemblance of
the three measured cases. This can be understood by real-
izing that for any momentum state k, the simultaneous
momentum shift by �=d and band swap leaves the first
derivative of the energy band unchanged, i.e., the group
velocity. Because in general the asymptotic distributions
are only determined by the group velocities, it implies that
the three fields must produce the same asymptotic dynam-
ics. Such an experimental agreement, hence, provides an
indirect evidence of a ‘‘superinterband tunneling’’ which
fully reverses the bands’ populations at every step. In
addition, similar arguments based on interband tunneling
reveal that this singular property of identical asymptotic
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FIG. 2 (color online). (a) Bloch-oscillation-like revivals in an
electric quantum walk. Partial revivals at 8 and 16 steps show a
clear evidence of resonant tunneling for the fractional electric
field � ¼ 2�=8. The vertical bars indicate the theoretical dis-
tribution, the dashed horizontal lines the theoretical distribution
corrected for spin dephasing (10% per step), and the square
points with error bars (Clopper-Pearson intervals referring to
68% confidence level) the measured values. (b) Floquet theory
provides an intuitive picture of the resonant tunneling mecha-
nism for rational electric fields (in the sketch � ¼ 2�=5).

FIG. 3 (color online). The identical expansion in the three
cases provides an indirect signature of an interband tunneling
entirely swapping the bands’ populations. The distribution refers
to 18-step walks. Inset: hx2i1=2 widths comparing the case m ¼ 3
(circles) with m ¼ 6 (triangles) and m ¼ 1 (squares) with
m ¼ 2 (diamonds) (n ¼ 1); the dashed lines are the theoretical
predictions.
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dynamics applies to all pairs � ¼ 2�n=m and � ¼
2�n=ð2mÞ with m being an odd number. This is experi-
mentally confirmed by comparing the distribution widths
of the pairs m ¼ ð3; 6Þ and m ¼ ð1; 2Þ with n always set to
1, as shown in the inset of Fig. 3.

In contrast, the transport dynamics produced by an irra-
tional electric field is substantially different. In this case,
dynamical localization is conjectured for most values of the
irrational field, meaning that even after arbitrarily many
time steps the quantum walker remains confined to a finite
region of the lattice, up to exponentially small corrections
[14]. In order to provide experimental evidence for this

fact, we choose � ¼ 2�=’ as the electric field with ’ ¼
ð ffiffiffi

5
p þ 1Þ=2 ¼ 1:618 . . . being the golden ratio. We inves-
tigate the dynamics of an atom that is initially prepared in a
single lattice site with spin j"i. In the case of localization,
thewalk is expected to remainwithin a limited region, and it
is therefore natural to study the time-averaged distribution.
Recording several distributions with an increasing number
of steps produces the result shown in Fig. 4, which is in
clear agreement with the expected theoretical prediction.
Furthermore, the shape of the distribution closely matches
a two-sided exponential profile, which can be interpreted as
a signature of the conjectured dynamical localization.
The observed difference between rational and irrational
fields raises the natural question: do irrational numbers
exist in nature? The immediate answer is that no experiment
can distinguish between rational or irrational numbers.
However, irrational numbers can be approximated with
increasing precision. In order to discriminate between two
fields which differ by ��, one needs a number of steps on
the order ofN � 1=��. For example, Fig. 4 shows a visible
discrepancy between the measured distribution and the
expected one for the case � ¼ �.

In conclusion, we have presented an extensive experi-
mental study of the transport dynamics of electric quantum
walks. This work confirmed several theoretical predictions
ranging from quantum resonances for rational fields to the
conjectured dynamical localization for irrational ones
[13,14]. Extending the coherence time of the system, by
cooling the atoms transversally to the ground state for
instance, would permit longer sequences, which are neces-
sary to investigate the localization properties of the wave
packets for irrational fields. In particular, one would expect
to observe a self-similarity occurring in the energy spec-
trum, which resembles the Hofstadter butterfly [24].
Preparing initial states with given momentum k would
provide direct experimental access to dispersion relations
and an alternative method to explore the energy spectrum;
this seems experimentally feasible by either better cooling
or simply employing a filtering scheme. Furthermore, this
experiment opens the way towards the simulation of
Maxwell’s equations in discrete-time systems. We deem
it possible to implement artificial magnetic fields by
extending the present apparatus to two-dimensional, spin-
dependent optical lattices. More importantly, this should
allow us to access the strong field regime characterized by
Peierls phases comparable with 2�.
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FIG. 4 (color online). Localized distribution in the case of an
irrational electric field, � ¼ 2�=’ with ’ being the golden
ratio. The square points represent the average over a series of
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of 2�=’. Inset: hx2i1=2 widths of the measured distributions
(square points) and of the theoretical distributions for the two
values of the electric field (round points).
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