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Wind turbines generate electricity from turbulent wind. Large fluctuations, and, more importantly,
frequent wind gusts cause a highly fluctuating electrical power feed into the grid. Such effects are the
hallmark of high-frequency turbulence. Here we show evidence that it is the complex structure of turbulence
that dominates the power output for one single wind turbine as well as for an entire wind farm. We illustrate
the highly intermittent, peaked nature of wind power fed into the grid. Multifractal scaling is observed, as
described initially by Kolmogorov’s 1962 theory of turbulence. In parallel, we propose a stochastic model
that converts wind speed signals into power output signals with appropriate multifractal statistics. As more
and more wind turbines become integrated into our electric grids, a proper understanding of this intermittent
power source must be worked out to ensure grid stability in future networks. Thus, our results stress the need
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for a profound understanding of the physics of turbulence and its impact on wind energy.
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Introduction.—The environment is a central concern of
our society. This is particularly true in the energy sector, as
the consumption of fossil fuels continually increases. Of the
alternatives being implemented, one of the serious candi-
dates is wind energy. Wind energy is expanding rapidly
worldwide and promises a sustained growth within the
next decade [1]. Industrial efforts contribute to wind turbines
being progressively upscaled into large, efficient power
plants that feed large cities with renewable energy at an
ever decreasing cost. As such, wind energy promises a
contribution to the present and coming energetic challenges.

Our growing dependence on wind energy brings tech-
nical challenges that could not yet be tested on large
scales. Current grids are mainly powered by few large
generators whose input is controllable, i.e., hydraulic,
gas, pit coal, and to some extent nuclear power plants.
The energy stored in rotor inertia ensures grid stability in
the range of seconds by the use of synchronous gener-
ators, balancing power generation and consumption auto-
matically by frequency changes in the range of mHz.
However, wind turbines operate within complex, uncon-
trollable wind fields. Most modern designs involve vari-
able rotational speed in order to optimize aerodynamic
performance and reduce mechanical loads. ac-dc-ac
inverters must then be used between the generator and
the grid to match the specified grid frequency, thus decou-
pling the rotating mechanical parts of wind turbines from
the grid [2]. In this decoupled configuration, the controller
of the wind turbine commonly operates freely to max-
imize power output; i.e., to follow the wind power fluc-
tuations mostly regardless of the grid load. When a large
amount of the traditional synchronous generators are
replaced by decoupled wind turbine generators, the grid
reactivity will be altered, thus making the generation and
load balance difficult. To our knowledge, this is a new
challenging problem for power grids that has not yet been
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addressed. Furthermore, the typical reaction time of wind
turbines is in seconds, so that the grid dynamics in this
time range become more complex. Smart grid concepts
should be designed to cope with large amounts of fluctu-
ating, turbulentlike wind power. The first attempts can be
found in, e.g., Refs. [3,4]. A virtual synchronous genera-
tor concept is proposed in Ref. [5]. Synchronization ef-
fects are addressed in Ref. [6]. Nevertheless, the complex
nature of turbulent wind conditions, including extreme
events have not been taken into account yet. In this Letter
we point out that for the most efficient grid integration of
wind energy, the physics of wind power fluctuations must
be understood in detail.

More fundamentally, understanding and reliably pre-
dicting wind dynamics remains a central problem in order
to forecast wind power. The widely used hypothesis of a
spectral gap [7] allows us to conveniently separate the
dynamics of microscale turbulence from mesoscale clima-
tology. This hypothesis supports the historical use of ten-
minute-averaged data records that supposedly contain all
mesoscale dynamics without high-frequency turbulence.
While mesoscale predictions are a central focus of energy
meteorology, high-frequency fluctuations are seldom
addressed. Wind energy standards like the International
Electrotechnical Commission (IEC) norm [8] consider tur-
bulent fluctuations as a random Gaussian field, far from
what is observed on measurement data. In contrast to such
standards, recent works like, e.g., Ref. [9] show that the
statistics of atmospheric turbulence are at least as complex
as those of homogeneous isotropic turbulence. The log-
normal cascade model presented in Ref. [10] was success-
fully extended to atmospheric turbulence in Ref. [11].
References [12,13] suggest a multifractal cascade process
in the atmosphere. Results in Ref. [14] support the idea of a
universal cascade in the atmosphere, that could be modeled
in Ref. [15]. This confirms the importance of turbulence
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TABLE I

Data description for the data sets used with corresponding rated power P,. The exact value of the rated powers P, of the

wind farm and turbine 1 could not be published following an agreement with the farm manager. The number of data points collected is
provided as well as the duration and sampling frequency of the measurement campaign. The name of the wind speed and power output
time series is given for further notice. The wind farm consists of 12 wind turbines spread over a rectangular area of about 4 km?,

surrounded by rural flat terrain.

Data set Rated power P, No. of data Duration Frequency Wind speed Power output
Wind farm ~25 MW 15.3 X 10° ~8 months 1 Hz s Pt
Turbine 1 ~2 MW 15.2 X 10° ~8 months 1 Hz u P
Turbine 2 2 MW 2.16 X 10° 1 day 25 Hz Uy P,

research for atmospheric wind. We will show how this
affects wind power conversion.

We focus here on the aforementioned problem of fluc-
tuations in time scales of seconds in atmospheric turbu-
lence and how they transfer to the electric grid. After a
brief description of wind turbine dynamics, a statistical
analysis is presented. Our results are derived from data
measured on operating wind turbines. The data sets used
are presented in Table I [16].

Nonlinear wind turbine dynamics.—Modern wind tur-
bines are designed to extract maximal power from the
wind. The power contained in a volume of air of density
p flowing at speed u through an area A is P;,qg = %Au3.
The power coefficient cp defines the ratio of power
extracted P = cpP;,q, for our data cp =~ 0.4 [17]. It should
be noted that current wind turbine designs focus on power
extraction, so as to maximize the power output regardless
of the load of the electric grid.

The conversion process u — P is commonly simplified
to an average power curve P(u). The IEC norm [19]
defines such a power curve from 10 min averaged u and P
signals, where faster fluctuations are already averaged out.
References [20,21] observe that 2nd- and 3rd-order terms
should be considered as well when averaging over a non-
linear power curve. Turbulent fluctuations imply a highly
dynamical conversion process u — P, making the cubiclike
power curve oversimplified at high frequencies. Exemplary
high-frequency signals are displayed in Fig. 1(a). It appears
that the wind turbine converts wind fluctuations into power
fluctuations. Apparently, the conversion dynamics take
place at short time scales of seconds; see also the spectral
analysis in Fig. 1(b). Wind speed and power output have a
similar spectral (and correlation) behavior at low frequ-
encies f < 0.1 Hz, following the theoretical —5/3 law of
turbulence from Kolmogorov 1941;i.e., S(f) ~ f /3 [22].

The —5/3 spectrum of wind speed u, seems at first
consistent with turbulence theory, although some care
should be taken. The measurement was conducted close
to the ground in the atmospheric boundary layer, where
wall-bounded turbulence offers a more realistic descri-
ption than homogeneous isotropic turbulence. However,
Ref. [23] observes that for a wall-bounded flow with
Reynolds number Re = 109, a fully-developed —5/3 spec-
trum is observed at large wave numbers k > 0.5/z, where 7
is the distance from the boundary. This is consistent with

results in Fig. 1(b) for u, (Re ~107), where a —5/3
spectrum is measured in the inertial subrange f >
0.05 Hz. A flattening of the spectrum is observed for lower
frequencies f << 0.05 Hz, as observed also by Ref. [9]. As
this is not of interest for our work here, we do not discuss
further details on the effect of the boundary.

The spectrum of power output P, follows a power law
behavior S(f) ~ f~5/3 for low frequencies f < 0.1 Hz,
stressing the straightforward dynamics of the conversion
process P = u? at such slow time scales [24]. However, the
spectrum of P deviates from a power law behavior for
higher frequencies f > 0.1 Hz where the dynamics of the
turbine machinery come into play. Simply put, the reaction
time of the 2 MW turbine (number 2) studied here is on the
order of 10 s. This reaction time depends on the turbine
design, size, etc., but was systematically found to be less
than a minute for different multi-MW turbines. The fast
reaction [25] is desired to maximize power production
(instead of, e.g., power stability or mechanical load reduc-
tion, see Ref. [28]). As a result, fast wind fluctuations
within the reaction time are partly filtered, and slower
wind fluctuations are adiabatically converted into power
output fluctuations. Thus the simple IEC power curve
description can be used only at large time scales, whereas
a physical model is necessary to model fast dynamics that
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FIG. 1 (color online). (a) Three-minute trajectory of power
output vs wind speed signals P(¢) and u(t) for turbine 1. The
drift field DY (P|u) calculated from Eq. (2) is represented in
the background [blue (red) arrows for positive (negative) drift
values]. Power values are normalized by the rated power P,. See
Supplemental Material at Ref. [46] for a movie of the conversion
dynamics; (b) power spectra of wind speed u, (lower) and power
output P, (upper) in log-log scale for turbine 2. —5/3 spectra are
represented by dashed lines.
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are largely dominated by the rotor inertia and the dynamics
of the control system.

Modeling the conversion process u — P implies
describing the turbine dynamics at the time scales where
the turbine reacts. References [29,30] observe that it can be
described simply as a response model; the power curve is
seen as an attractor, around which the system fluctuates.
We developed a stochastic model where the conversion
process is simplified as a Langevin process for the power
conditioned to fixed wind speeds

‘2—1; = DO(Plu) + DA (Plu)T, (1)

where the Kramers-Moyal coefficients D™ can be esti-
mated without assumption from measurement data

DOPla) =lim [P+ )~ POT PO = Piu() = ).

(2)

I' is taken as a Gaussian uncorrelated noise with mean
value (I'(f)) = 0 and variance (I'(r)?) = 2; see Ref. [31].
The conversion process u(f) — P(¢) is split into a determi-
nistic drift D! plus some random fluctuations VDOT,
Figure 1(a) shows how turbine 1 converts wind speed
into power output in a stochastic way. The drift matrix
DW(Plu) models the conversion process with attractive
fixed points [gray dots between blue (red) arrows for
positive (negative) drift values]. The stochastic character
of the conversion process is modeled through the diffusion
matrix D®. We present some results of the stochastic
model in Figs. 2(c) and 2(d).

Feeding turbulence to the grid.—Turbulent flows are
known to be intermittent, especially over short time
scales. This can be observed on wind speed time series,
which repeatedly transit between steady states and rapid
gusts. Such gusty, intermittent behavior can be quantified
through increments statistics. Wind speed increments

u, () = u(t + 7) — u(r) quantify the change in wind speed
u over a time scale 7. Extreme values of increments are seen
as gusts. Increment PDFs (probability density functions)
f(u,) quantify the probability of observing a given incre-
ment u,. We use normalized increments u,./ o ,, where o, is
the standard deviation of u,, so that normalized increment
PDFs can be compared to a normal distribution of standard
deviation 1. We define in a similar fashion increments of
power output over a time scale 7 as P_(t) = P(t + 1) —
P(7) and their corresponding increment PDFs f(P,).

Excerpts of increment time series are presented in
Figs. 2(a) and 2(b) for 7 = 8 sec. Power increments look
more intermittent than wind speed increments, exhibiting
a clearer alternation between steady and gusty phases.
Increment PDFs in Fig. 2(c) depart largely from the normal
distribution, as they possess exponential-like heavy tails.
These tails reach extreme values, corresponding to a
higher-than-normal probability to record an extreme event.
While wind speed increments look moderately intermittent,
power increments are highly intermittent. Extreme events
up to about 100, are recorded in the wind speed signal u,
and up to about, respectively, 200, and 150, for P and
Ptymm- While such extreme values cannot be observed in
normal-distributed processes over reasonably long times,
they are measured regularly in wind power signals. These
extreme, intermittent statistics are reproduced mostly well
by the stochastic model of power output in Eq. (1). The
stochastic model was presented for a single wind turbine
in Ref. [32]. Results for wind farm modeling are equally
satisfactory as for a single wind turbine, making the model
a promising tool for grid integration. Further details for the
wind farm model will be published in Ref. [33].

An overview of the most extreme increment values
measured is presented in Table II. Within the measurement
period, the wind speed changed by about 11 m/s within
8 sec. In reaction to such a wind gust, the wind turbine can
change its power production by about 80%, and the wind
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FIG. 2 (color online).
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Excerpts of normalized increment time series for 7 = 8 sec (a) of power output P (black line) and Py, (bold

green line), (b) of wind speed u (blue line), (c) increment PDFs for P (upper black), Py, (middle green), and u (lower blue) in lin-log
scale. The results of the stochastic model in Eq. (1) are displayed for P and Py, by the thin dashed curves. The PDFs are arbitrarily
shifted upwards for clarity. A normal distribution is displayed by the lower black dots; (d) scaling exponents ¢, for P measured (black
error bars) and modeled (open black dots), and Py,,,,, measured (full green dots) and modeled (open green dots). The dot size is chosen
on the order of the statistical error. Kolmogorov’s 1962 model is represented (red line). S, (7) were estimated for 7 € {1; 120} s, where
Eq. (3) is satisfied. {3 = 1 following the ESS convention. In the extended self-similarity convention, possible deviations from exact
self-similarity are circumvented by studying only the relation of the structure functions to their third order conterpart. Information can
thus be gained on the multifractality of a process even if self-similarity is not strictly achieved.

138701-3



PRL 110, 138701 (2013)

PHYSICAL REVIEW LETTERS

week ending
29 MARCH 2013

TABLE II. Absolute value of the most extreme increments
measured over a time scale 7 during the measurement period
of 8 months. The power increments are given in percent of the
corresponding rated power for the turbine and the farm.
Occasional overshoots slightly above rated power justify power
increments larger than 100%.

Most extreme increment 7=1s 7=8s 7=32s 7=1285s
Wind speed u, (m/s) 3.5 11.1 114 14.7
Turbine power P, (%) 24.8 82.5 106.6 108.8
Farm power Py, » (%) 8 22.8 33 55.3

farm by about 23%. The wind farm can change its power
output by about 50% within 2 min.

Statistically speaking, the intermittency of a turbulent
process can be related to the scaling of its structure
functions [34]

Su(7) = (|P-1") ~ S5(7)% 3)

over the inertial range of a turbulent cascade.
Multifractality is related to the scaling exponents ¢, being
a nonlinear [36] function of n [22]. Scaling exponents are
displayed in Fig. 2(d) for P and Pg,,,. A rather good
agreement with Kolmogorov’s 1962 model is observed
for the power output signals suggesting that the wind
power is a turbulent multifractal process. In the case of
the wind farm, the measured output is multifractal, yet the
modeled signal is almost monofractal. Our current stochas-
tic model tends to reproduce a bit less multifractality than
the measurement [38]. The nonlinear, multifractal scaling
measured emerges from mixing turbulent, atmospheric
dynamics additionally with a nonlinear power conversion
u — P. Wind turbines convert multifractal turbulent wind
into multifractal, turbulentlike power.

Besides the multifractal scaling also the absolute
values of the flatness (or kurtosis) of the increment PDF

F(r)= SS;((:))Z isacrucial parameter. F(7) = 3 for the normal

distribution, and increases for more heavy-tailed PDFs.
The flatness of increment PDFs is then a direct measure
of intermittency. Flatness values beyond, respectively, 40
and 20 are observed for wind turbine and wind farm outputs
for time scales of a few seconds. The flatness does not
extend beyond 10 for atmospheric wind speeds, stressing
the higher intermittency of power outputs compared to
turbulent wind. As such, wind turbines do not only transfer
wind intermittency to the grid, but also increase it. This
point cannot be seen in the scaling analysis. The increased
intermittency is attributed to the nonlinear conversion pro-
cess and the fast reaction time. Wind power intermittency
was observed in Ref. [39] for the output of a single wind
turbine but to a lesser extent due to the limited amount
of data of only 2 days. However, intermittency in wind
farm output was to our knowledge not yet observed. Wind
farm intermittency is somewhat counterintuitive, as one
expects that the act of summing up distant turbines would
randomize their cumulative output. This is not observed,

arguably due to the long-range correlations observed in
atmospheric winds. The wind farm covers an area of about
4 km?, meaning that the 12 neighboring turbines are
driven by similar winds, and they produce power outputs
that are strongly correlated. We speculate that cumulative
wind power should remain intermittent on spatial scales
as large as the correlation length of atmospheric wind.
(References [40,41] observe that such correlations are on
the order of 600 km.) Reference [42] also observes power
intermittency on a 300-km large wind cluster of 1000 MW
at a time scale 7 = 15 min, showing that intermittency
persists at large spatial and temporal scales. This has a large
impact on stability in largely wind-powered grids.

Conclusion.—Wind turbines convert a turbulent wind
speed u into a turbulentlike electrical power P. For time
scales larger than several minutes, i.e., larger than the regu-
lating time of the control system, power dynamics can be
considered to follow adiabatically the wind dynamics with
similar —5/3 spectral properties; therefore, the necessary
information is given by the standard average power curve
P(u). For the smaller time scales, where the control system of
the wind conversion systems interacts dynamically with
wind fluctuations, we find that the power output has highly
intermittent increment PDFs with multifractal scaling close
to Kolmogorov’s log-normal laws. We promote a stochastic
model for these power dynamics as a promising tool for
wind energy integration and grid planning. Although the
statistical features of the power data are qualitatively similar
to the wind field itself, the magnitude of extreme events and
of kurtosis are up to four times higher, showing that wind
turbines transfer intermittency to the grid and amplify it.

The intermittent properties of wind power are maintained
on the scale of an entire wind farm. We observed that the
power output of the wind farm changed by 50% in only
2 min once over several months. These results go against
the deceptive argument that clustering wind turbines aver-
ages out their turbulent fluctuations. The strong correlations
between neighboring turbines violate the central limit
theorem, and the cumulative farm power is largely non-
Gaussian. Extreme power changes up to 15 standard devia-
tions are observed within seconds with a kurtosis value of
20. There are indications that such effects persist up to much
larger spatiotemporal scales, on the order of the correlation
length of the atmosphere of hundreds of kilometers.

These aspects remain overseen in the wind energy
community. From the physical point of view of complex
systems this situation is reminiscent of the situation in
economics some years ago. There it has also been impor-
tant to realize the intermittent and multifractal nature of
the stock market [43—45]. As for the stock market and the
economical system, the higher-than-normal occurrence of
wind power gusts needs to be accounted for in order to
maintain power stability in future grids. Adapted solutions
such as smart curtailment or energy storage remain to be
developed with a focus on power stability. Such solutions
must be properly dimensioned to match the extreme fluc-
tuations observed. Otherwise, electrical intermittency and
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grid instability will grow larger with the ongoing exploi-
tation of the wind resource.
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