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Marina Quintero-Pérez,1 Paul Jansen,1 Thomas E. Wall,1 Joost E. van den Berg,2

Steven Hoekstra,2 and Hendrick L. Bethlem1

1LaserLaB, Department of Physics and Astronomy, VU University Amsterdam,
De Boelelaan 1081, 1081 HV Amsterdam, The Netherlands

2KVI, University of Groningen, Zernikelaan 25, 9747 AA Groningen, The Netherlands
(Received 29 December 2012; published 27 March 2013)

We present experiments on decelerating and trapping ammonia molecules using a combination of a

Stark decelerator and a traveling wave decelerator. In the traveling wave decelerator, a moving potential is

created by a series of ring-shaped electrodes to which oscillating high voltages (HV) are applied. By

lowering the frequency of the applied voltages, the molecules confined in the moving trap are decelerated

and brought to a standstill. As the molecules are confined in a true 3D well, this kind of deceleration has

practically no losses, resulting in a great improvement on the usual Stark deceleration techniques. The

necessary voltages are generated by amplifying the output of an arbitrary wave generator using fast HV

amplifiers, giving us great control over the trapped molecules. We illustrate this by experiments in which

we adiabatically cool trapped NH3 and ND3 molecules and resonantly excite their motion.
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Cold molecules offer fascinating prospects for precision
tests of fundamental physics theories, cold chemistry, and
quantum computation (for recent review papers see
Refs. [1–4]). One of the methods that has been successful
in producing samples of cold and trapped molecules is
Stark deceleration. This technique uses a series of strong
electric fields that are switched at the appropriate times to
lower the velocity of a beam of molecules in a stepwise
fashion. In conventional Stark decelerators the principle of
phase stability is employed, which ensures that molecules
experience an effective 3D potential well that keeps them
in a compact packet during the deceleration process
[3,5,6]. Whereas the approximations used to derive this
effective well are valid at high velocity, they no longer hold
at low velocity when the characteristic wavelength of the
longitudinal and transverse motion of the molecules
becomes comparable to the periodicity of the decelerator.
As a result of this breakdown, the number of molecules in
the packet as well at its phase-space density decrease at
low velocities [7]. Further losses take place when the
decelerated molecules are loaded into a trap [6,8,9].

Expanding on earlier work on chip-based Stark deceler-
ators [10], Osterwalder and coworkers [11,12] decelerated
CO molecules from 288 to 144 m=s using a series of ring
electrodes to which a sinusoidal voltage was applied. In
this traveling wave decelerator, the molecules experience a
genuine rather than an effective potential well that moves
continuously along with the molecules. The molecules are
decelerated by slowly decreasing the velocity of the mov-
ing potential well by lowering the frequency of the applied
voltages. Besides avoiding losses at low velocities, a trav-
eling wave decelerator has the advantage that molecules
can be brought to a complete standstill and trapped without
the need to load them into a separate electrode geometry.

Furthermore, as the molecules are always close to the zero
point of the electric field, they can be decelerated in states
that become high-field seeking at relatively low electric
fields. This makes it possible to decelerate heavy mole-
cules such as YbF [13] and SrF [14].
In this Letter, we use a traveling wave decelerator to

decelerate and trap ammonia molecules. Our main moti-
vation for this research is the possibility to use the traveling
wave decelerator as a source of cold molecules for a
molecular fountain [15]. Previous attempts to create a
fountain using a Stark decelerator were unsuccessful due
to losses at low velocities and a complex lens system for
cooling and collimating the slow beam [7]. A traveling
wave decelerator should solve both of these issues.
Figure 1 shows a schematic view of the vertical

molecular beam machine. A supersonic beam of ammonia
molecules is decelerated to around 100 m=s using a con-
ventional decelerator consisting of a series of 100 electrode
pairs to which voltages of �10 kV are applied (for details
of the beam machine and Stark deceleration of ammonia,
see Refs. [6,15,16]). A traveling wave decelerator is
mounted 24 mm above the last electrode pair. The design
and dimensions of the decelerator are copied from
Osterwalder and coworkers [11,12]. The decelerator con-
sists of 336 ring electrodes with an inner diameter of 4 mm
which are attached to one of eight supporting bars.
Consecutive rings are separated by 1.5 mm (center to
center), resulting in a periodic length, L, of 12 mm. The
voltages applied to the eight support bars are generated by
amplifying the output of an arbitrary wave generator
(Wuntronic DA8150) using eight fast high voltage (HV)
amplifiers (Trek 5=80) up to �5 kV. A 50 cm long quad-
rupole is mounted 20 mm above the traveling wave decel-
erator. In the experiments described in this Letter, the
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quadrupole is used only to extract ions that are produced by
a focused UV laser that crosses the molecular beam 40 mm
above the last ring electrode. The ions are counted by an
ion detector.

At any moment in time, the voltages applied to succes-
sive ring electrodes follow a sinusoidal pattern in z, where
z is the position along the beam axis. These voltages create
a minimum electric field every 6 mm, representing a true
3D trap for weak-field seeking molecules. By modulating
these voltages sinusoidally in time the traps can be moved
along the decelerator. The velocity of the trap is given by
vzðtÞ ¼ fðtÞL, with f being the modulation frequency. A
frequency that is constant in time results in a trap that
moves with a constant positive velocity along the cylindri-
cal axis. A constant acceleration or deceleration can be
achieved by applying a linear chirp to the frequency
[11,12].

The inset of Fig. 1 shows the electric field magnitude
inside the ring decelerator with the voltages on the differ-
ent electrodes as indicated. The electric field near the
center has a quadrupolar symmetry; i.e., the electric field

magnitude increases linearly away from the center. It is
essential to the operation of the decelerator that the trap-
ping potential maintains a constant shape and depth while
it is moved. In the chosen geometry, the electric field
gradients in the bottom of the well, as well as the trap
depth in the longitudinal direction are nearly independent
of the position of the trap minimum. The trap depth in the
transverse direction, however, is 40% deeper when the trap
minimum is located in the plane of a ring, compared to the
situation when the trap minimum is located in the middle
between two rings.
The panel on the right-hand side of Fig. 1 shows the

acceleration experienced by NH3 (dashed red curve) and
ND3 (solid blue curve) molecules as a function of z. The
inversion splitting in NH3 is 23.8 GHz, while it is only
1.4 GHz in ND3. As a result, the Stark effect in NH3 is
quadratic up to electric fields of 20 kV=cm and NH3

molecules experience an acceleration that increases line-
arly with the distance from the trap center. The Stark effect
in ND3, on the other hand, becomes linear at much smaller
fields and theND3 molecules experience a linearly increas-
ing acceleration close to the trap center only. As a result of
the different shape (and magnitude) of the force, the dy-
namics of these two ammonia isotopologues in the decel-
erator is markedly different, as will be seen in the
experimental results.
Figure 2 shows the density of NH3 molecules (upper

panel) and ND3 molecules (lower panel) above the decel-
erator as a function of time when different waveforms are
applied to the ring decelerator as shown in the inset. In all
cases, a packet of molecules is decelerated to 90 m=s using
the conventional Stark decelerator and injected into the
traveling wave decelerator. The horizontal axis is always
centered around the expected arrival time of the molecules.
The black curves show the density when a sinusoidal
voltage with an amplitude of 5 kV and a (constant) fre-
quency of 7.5 kHz is applied to the ring decelerator. With
these settings, molecules traveling at 90 m=s are guided
through the ring decelerator, resulting in a Gaussian dis-
tribution around the origin. The width of the time-of-flight
(TOF) profile mainly reflects the velocity spread of the
guided molecules. As for ND3 the moving trap is deeper
than for NH3, its TOF profile is accordingly wider. Wings
are observed to earlier and later arrival times, which are
attributed to molecules that are being trapped in a mini-
mum of the electric field that is 12 mm above or below the
synchronous one.
The light blue, dark blue, and green curves in Fig. 2

show the recorded TOF traces when the frequency is first
decreased linearly with time to a value of 5, 0.83, and
0 kHz, respectively, and subsequently increased to its
original value. With these settings, molecules are deceler-
ated to 60, 10, and 0 m=s before being accelerated back
to 90 m=s, using accelerations of �9:2, �16:4, and
�16:6 103 m=s2, respectively.

FIG. 1 (color online). Schematic view of the vertical molecular
beam machine. The inset shows the electric field magnitude
inside the ring-type decelerator with the voltages on the different
electrodes as indicated. The electric field magnitude is shown in
steps of 2:5 kV=cm. In the rightmost panel, the longitudinal
acceleration on NH3 (dashed red curve) and ND3 (solid blue
curve) molecules is shown along the molecular beam axis.
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The observed NH3 and ND3 density decrease at lower
velocities is larger than expected from simulations. We
attribute the loss mainly to mechanical misalignments
that lead to parametric amplification of the motion of the
trapped molecules at low velocities. On inspection, it
was noticed that one of the suspension bars was slightly
displaced from its original position, which must have
happened when the decelerator was placed in the vacuum
chamber. Another loss mechanism comes from the fact that
the phase space distribution of the packet exiting the
conventional Stark decelerator is not perfectly matched
to the acceptance of the traveling wave decelerator. As a
result, the trapped packet will perform a (damped) breath-
ing motion. This oscillation explains why the observed
TOF profile for deceleration to 60 m=s is wider and more
intense than the TOF profile for guided molecules. Neither
loss mechanism is fundamental, and we believe they can be
eliminated in future work.

The red curves in Fig. 2 are recorded when, after
the frequency of the applied voltages is decreased to
0 kHz, the voltages are kept at constant values for 50 ms
before the frequency is increased to its original value of

7.5 kHz. The observed TOFs are almost identical to the
ones recorded when the frequencies are immediately
returned to their original value. This measurement demon-
strates that molecules can be trapped in the laboratory
frame without further losses.
As the voltages applied to the decelerator are generated

by amplifying the output of an arbitrary wave generator
using fast HV amplifiers, we can change the depth (and
shape) of the trap at will. This is illustrated in the mea-
surements shown in Fig. 3. In these measurements, NH3

(red squares) and ND3 (blue squares) molecules are again
decelerated, trapped for a period of over 50 ms, and sub-
sequently accelerated and detected. In this case, however,
while the molecules are trapped, the voltages applied to the
decelerator are ramped down (in 2 ms for ND3 and 10 ms
for NH3), kept at a lower value for 10 ms and then ramped
up to 5 kV. Typical waveform amplitudes as a function of
time are shown in the inset. Lowering the voltages of the
trap has two effects: (i) the trap frequency is lowered,
adiabatically cooling the molecules; (ii) the trap depth is
reduced, allowing the hottest molecules to escape the trap.
The solid lines show the result of a simulation assuming an
(initial) temperature of 14 mK for NH3 and 30 mK for
ND3. Note that we use temperature here only as a conve-
nient means to describe the distribution; the densities are
too low to have thermalization on the time scales of the
experiment. For comparison, the blue triangles show mea-
surements when the trap voltages are abruptly (10 �s)
lowered. In this case, no adiabatic cooling occurs and, as
a result, the signal decreases more rapidly when the volt-
ages are ramped to lower voltages. The solid lines again
show the result of a simulation. It is seen that, both in the
adiabatic and in the nonadiabatic case, the NH3 signal
drops more rapidly than the ND3 signal. This is mainly
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FIG. 3 (color online). Trapped NH3 (red data points) and ND3

(blue data points) signal as a function of the amplitude of the
waveform when, after deceleration, the trap is slowly (squares)
or abruptly (triangles) reduced. The solid lines are simulations
that assume an initial temperature of 14 and 30 mK for NH3 and
ND3, respectively. The inset shows the amplitude of a number of
typical waveforms as a function of time.

50-50-100 0 100
0

0.2

0.4

0.6

0.8

1

time (µs)

am
m

on
ia

 s
ig

na
l (

ar
b.

 u
ni

ts
)

90

60

30

0
6050100

sp
ee

d 
(m

/s
)

time (ms)
5 55

NH3

ND3

0

0.2

0.4

0.6

0.8

1
am

m
on

ia
 s

ig
na

l (
ar

b.
 u

ni
ts

)

0 m/s

trapped
 50 ms

0 m/s

10 m/s

10 m/s

60 m/s

60 m/s

90 m/s

90 m/s

trapped
 50 ms

FIG. 2 (color online). Measured TOF profiles for NH3 (upper
panel) and ND3 (lower panel) when molecules are guided at
90 m=s (black curve), decelerated to 60, 30, and 0 m=s (light
blue, dark blue, and green, respectively) and trapped for 50 ms
(red curve) before being accelerated back to 90 m=s and
detected. The time of flight traces have been centered around
the expected arrival time. The inset shows the velocity of the
electric field minimum as a function of time for the different
recorded TOF profiles.
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because the ratio of the temperature of the molecules to the
trap depth at 5 kV is larger for NH3 than for ND3; i.e., the
NH3 molecules initially fill the trap almost completely
while the ND3 molecules only occupy a fraction of the
trap. We have also measured the number of molecules that
remain trapped at 2 kV as a function of the time used for
lowering the voltages (not shown). These measurements
confirm that the ND3 and NH3 molecules follow the trap
adiabatically when the ramping times are longer than 1 ms.

Figure 4 shows the normalized signal of trapped NH3

(upper panel) and ND3 molecules (lower panel) when the
amplitude of the trapping voltages is modulated. If the
frequency of the modulation matches a characteristic fre-
quency of a trapped molecule, the amplitude of the motion
of the molecule inside the trap is increased [17]. As a
result, the density is decreased. The excitation scans are
recorded in two situations. In the first case (red data
points), molecules are decelerated and trapped for 30 ms
before the excitation voltages are applied, after which they
are accelerated and detected. In the second case (blue data
points), the trap voltages are adiabatically lowered for a
period of 10 ms before the excitation voltages are applied,
allowing the hottest molecules to escape the trap.
The amplitude of the waveform for both cases is shown
in the inset.

For NH3, two strong resonances are seen around 0.9 and
1.4 kHz, assigned to 2fr and 2fz, respectively, where fr
and fz are the radial and longitudinal trap frequency,
respectively. For ND3, a strong resonance is observed
around 1.9 kHz and a weaker resonance around 3 kHz.
These resonances are assigned to 2fr and fr þ fz, respec-
tively. Due to the anharmonicity of the trap, the width of

the observed resonances depends strongly on temperature.
The solid curves show simulations that assume a thermal
distribution with temperatures as indicated in the figure.
Note that for the ND3 measurements presented in Fig. 4,
the Stark decelerator was operated at a lower phase angle,
which explains why the temperature determined from these
measurements is much larger than that found from the
measurements presented in Fig. 3. These data show the
great control allowed by the decelerator, using the mole-
cules to map out the trapping potentials, and using this
mapping as direct evidence of phase-space manipulation in
the trap.
In conclusion, we have decelerated and trapped ammo-

nia (NH3 and ND3) molecules using a combination of
a Stark decelerator and a traveling wave decelerator. We
take advantage of the strong acceleration of a conventional
Stark decelerator to decelerate molecules to around
100 m=s, removing 90% of their kinetic energy. We then
exploit the stability of a traveling wave decelerator to bring
molecules to a standstill inside the decelerator. In this way,
the voltages are varied over a frequency range that is
covered by commercially available HV amplifiers. We
demonstrate that this setup can be used to change the
position, shape and depth of the trap at will, giving us
unique control over the trapped molecules. This control
will greatly facilitate the implementation of schemes to
further cool the molecules such as sisyphus cooling [18] or
evaporative cooling [19].
This research has been supported by NWO via a VIDI-

Grant, by the ERC via a Starting Grant and by the FOM-
program ‘‘Broken Mirrors & Drifting Constants.’’ We
acknowledge the expert technical assistance of Jacques
Bouma, Joost Buijs, Leo Huisman, and Imko Smid. We
thank Andreas Osterwalder and Gerard Meijer for helpful
discussions, and Wim Ubachs for his continuing interest
and support.

[1] L. D. Carr, D. DeMille, R.V. Krems, and J. Ye, New J.
Phys. 11, 055049 (2009).

[2] S. D. Hogan, M. Motsch, and F. Merkt, Phys. Chem.
Chem. Phys. 13, 18 705 (2011).

[3] S. Y. T. van de Meerakker, H. L. Bethlem, N. Vanhaecke,
and G. Meijer, Chem. Rev. 112, 4828 (2012).

[4] E. Narevicius and M.G. Raizen, Chem. Rev. 112, 4879
(2012).

[5] H. L. Bethlem, G. Berden, A. J. A. van Roij, F.M.H.
Crompvoets, and G. Meijer, Phys. Rev. Lett. 84, 5744
(2000).

[6] H. L. Bethlem, F.M.H. Crompvoets, R. T. Jongma, S. Y. T.
van de Meerakker, and G. Meijer, Phys. Rev. A 65, 053416
(2002).

[7] P. Jansen, Ph.D. thesis, VU University Amsterdam, 2013.
[8] B. C. Sawyer, B. L. Lev, E. R. Hudson, B. K. Stuhl, M.

Lara, J. L. Bohn, and J. Ye, Phys. Rev. Lett. 98, 253002
(2007).

0.5 1 1.5 2

0 1 2 3 4 5 6
excitation frequency (kHz)

time (ms)

0

1

2

3

4

5

am
pl

itu
de

 (
kV

)

NH3

ND3

3 mK
5 mK
7 mK

10 mK
14 mK
20 mK

10 mK
25 mK
40 mK

50 mK
100 mK
150 mK

0 20 6040

0.16

1

0.8

1
am

m
on

ia
 s

ig
na

l (
no

rm
al

iz
ed

)

FIG. 4 (color online). Fractional trap loss as a function of
excitation frequency for NH3 (upper, offset for clarity) and
ND3 (lower) with (blue data points) and without (red data points)
reducing the trap depth. In the inset, the amplitude of the
waveform is shown as a function of time. The amplitude is
modulated by 400 V for NH3, and by 800 V for ND3. The solid
curves result from 3D simulations that assume a truncated
thermal distribution with temperatures as indicated in the figure.

PRL 110, 133003 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

29 MARCH 2013

133003-4

http://dx.doi.org/10.1088/1367-2630/11/5/055049
http://dx.doi.org/10.1088/1367-2630/11/5/055049
http://dx.doi.org/10.1039/c1cp21733j
http://dx.doi.org/10.1039/c1cp21733j
http://dx.doi.org/10.1021/cr200349r
http://dx.doi.org/10.1021/cr2004597
http://dx.doi.org/10.1021/cr2004597
http://dx.doi.org/10.1103/PhysRevLett.84.5744
http://dx.doi.org/10.1103/PhysRevLett.84.5744
http://dx.doi.org/10.1103/PhysRevA.65.053416
http://dx.doi.org/10.1103/PhysRevA.65.053416
http://dx.doi.org/10.1103/PhysRevLett.98.253002
http://dx.doi.org/10.1103/PhysRevLett.98.253002


[9] J. J. Gilijamse, S. Hoekstra, N. Vanhaecke, S. Y. T. van de
Meerakker, and G. Meijer, Eur. Phys. J. D 57, 33
(2010).

[10] S. A. Meek, H. L. Bethlem, H. Conrad, and G. Meijer,
Phys. Rev. Lett. 100, 153003 (2008).

[11] A. Osterwalder, S. A. Meek, G. Hammer, H. Haak, and
G. Meijer, Phys. Rev. A 81, 051401 (2010).

[12] S. A. Meek, M. F. Parsons, G. Heyne, V. Platschkowski,
H. Haak, G. Meijer, and A. Osterwalder, Rev. Sci. Instrum.
82, 093108 (2011).

[13] N. E. Bulleid, R. J. Hendricks, E. A. Hinds, S. A. Meek,
G. Meijer, A. Osterwalder, and M.R. Tarbutt, Phys. Rev. A
86, 021404 (2012).

[14] J. E. van den Berg, S. H. Turkesteen, E. B. Prinsen, and
S. Hoekstra, Eur. Phys. J. D 66, 235 (2012).

[15] H. L. Bethlem, M. Kajita, B. Sartakov, G. Meijer, and
W. Ubachs, Eur. Phys. J. Special Topics 163, 55 (2008).
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