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Voltage-tunable quantum traps confining individual spatially indirect and long-living excitons are

realized by providing a coupled double quantum well with nanoscale gates. This enables us to study the

transition from confined multiexcitons down to a single, electrostatically trapped indirect exciton. In the

few exciton regime, we observe discrete emission lines identified as resulting from a single dipolar

exciton, a biexciton, and a triexciton, respectively. Their energetic splitting is well described by Wigner-

like molecular structures reflecting the interplay of dipolar interexcitonic repulsion and spatial

quantization.
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Trapping atoms or ions with tailored electromagnetic
fields as on microfabricated chips [1,2] or in optical lattices
[3] has enabled detailed studies of quantum systems such
as Bose-Einstein condensates [1], coupled ion arrays [2],
and atomicMott insulators [3]. This allowed particle entan-
glement [1,2] and yielded insight into light matter interac-
tions with individual quantum objects with unprecedented
precision. In solid-state devices, similarly, single electron
manipulation in charge quantum dots [4–7] or Bose-
Einstein condensation (BEC) of two-dimensional bosonic
systems in equilibrium both require a trapping potential [8].
So far, optically active quantum dots trapping few excitons
rely on three-dimensional material modulation as in self-
assembled quantum dots [9–12], providing limited control
of confinement potential and position. Here, we demon-
strate in tuneable nanoscale traps that tight electrostatic
confinement of excitons creates discrete excitonic transi-
tions observable down to a single confined exciton. Such
traps combine a double quantum well with gate-defined
electrostatic potentials [13]. With their electron and hole
confined to a different quantum well, these excitons exhibit
a large dipole moment and long lifetimes. Reducing the
electrostatic confinement to nanoscale dimensions, we
enter the few exciton regime and observe discrete spectral
features reflecting interexcitonic dipolar repulsion to cause
molecularlike spatial arrangements of two and three exci-
tons, respectively. The excitonic transitions are tuneable by
gate voltages and magnetic fields and are well reproduced
by a straightforward model. The scheme introduces a new
gate-defined platform for creating and controlling single
exciton traps and opens the route to lithographically defined
arrays of artificial atoms with tuneable in-plane coupling

and voltage-controlled optical properties of single charge
and spin states. Such arrays may prove useful for scalable,
solid-state-based quantum information processing [14–19]
and for experimental realizations of various regimes of
many-body excitonic states.
In solids, quantum confinement of charge carriers in all

three spatial directions results in so-called quantum dots
(QD), artificial atoms with discrete energy spectra. Charge
quantum dots containing unipolar charges and studied via
electronic transport spectroscopy usually utilize electro-
static fields to completely confine charge carriers of a two-
dimensional electron system at a heterojunction interface
[4,5,7] or in a one-dimensional nanowire [6,7]. In contrast,
optically active quantum dots containing both conduction
band electrons and valence band holes so far require
three-dimensional material modulation by suitable growth
methods as in widely studied self-assembled quantum dots
[9–12] in order to confine both electrons and holes in the
same nanoscale region as bound excitonic pairs; thereby it
is difficult to control their position to achieve scalable QD
circuits and their confining potential. However, introducing
charge tuneability via field effect has enabled us to visual-
ize shell structure of single electron states and precision
optical spectroscopy on individual self-assembled quan-
tum dots in emission [11] and absorption [20] and contin-
ues to reveal new many-body quantum phenomena [12].
In an effort to combine the advantages of the above

approaches, we present a scheme to define optically active
quantum traps confining individual indirect dipolar exci-
tons (IX) by electrostatic fields provided via lithographi-
cally fabricated nanoscale gates on a suitably designed
double quantum well (DQW) heterostructure. By reducing
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the trap area and the corresponding IX occupation about
1000-fold in comparison to previous studies [13,21], we
achieve the single exciton limit for electrostatically trapped
and long-living dipolar excitons. We thus are able to
observe discrete emission lines for the single exciton
(1IX), biexciton (2IX), and triexciton (3IX) states reflecting
quantum dot behavior dominated by the effect of dipolar
repulsion between individual excitons, in excellent agree-
ment with a model of interacting IX in a tight parabolic
confinement potential. This enables position control of such
QDs with lithographic precision as in charge and spin QDs.
In addition, it permits electrical tuneability of the excitonic
confining potential, photoluminescence (PL) energy and
lifetime, and the exciton population down to a single exci-
ton. Based on our approach, one can envision the control of
individual excitons in the DQW plane within QDs or in QD
arrays with gate-controlled in-plane coupling as needed for
implementation in quantum information processing circuits
[14–17]. Furthermore, IX are particularly attractive for
coherent manipulation because of their long charge and
spin lifetimes [22,23].

The three-dimensional confining scheme in the IX quan-
tum traps is based on gate control of the quantum confined
Stark effect in the plane of a DQW as illustrated in Fig. 1.
The electric field component Fz in the growth direction (z)
of the coupled DQW consisting of two adjacent 7 nm wide
In0:11Ga0:89As QWs separated by center-to-center distance

of d ¼ 17 nm is tuned by a voltage V applied to semi-
transparent titanium gates with respect to an n-doped GaAs
back contact with Fermi energy E0

F as shown in the energy

diagram in Fig. 1(a). The e-h separation causes a redshift
�EIX ¼ �pFz of the IX energy where p ¼ ed is the IX
dipole moment oriented along z. The parabolic confine-
ment VIX in the x-y plane [Fig. 1(b)] is achieved by biasing
the trap gate [Fig. 1(c)] with a diameter of 600 nm at a
negative voltage VT with respect to the guard gate. The
latter is biased close to the flatband voltage VFB at which
the built-in field caused by surface states is canceled by the
gate voltage. Coulomb attraction by the hole localized
beneath the center of the trap gate binds the electron with
a typical binding energy of 3 meV and prevents excitonic
ionization by the external in-plane electric field. The spa-
tial separation of the electron and hole along z reduces the
overlap of the corresponding wave functions [Fig. 1(a)]
resulting in a radiative lifetime of order 100 ns for the IX
[24]. Filling the QD with an increasing number of individ-
ual IXs allows the investigation of the interplay between
dipolar IX-IX repulsion and spatial quantization in the QD.
In addition, raising the number of hydrogenlike bosonic
IXs, one enters the interesting regimewhere excitonic BEC
is expected, as predicted in the 1960s [25]. Recently, mi-
crometer scale electrostatic trapping configurations were
reported to realize a cooled ensemble of indirect excitons
with high densities in order to implement a BEC [13,24,26].
The devices are investigated in a low temperature micro-

scope with two diffraction limited confocal objectives
that can be independently positioned in a 3He refrigerator
at 240 mK. Using the upper objective, we create IXs under
the guard gate with laser light 1:2 �m away from the trap
center. The quantum trap is thus only filled with IXs
precooled to lattice temperatures, whereas free electrons
are unable to enter the trap [13]. The emitted PL light is
collected in transmission with a second objective located
below the device and analyzed in a spectrometer. An image
of the PL intensity [Fig. 1(d)] shows two discrete energy-
resolved lines emitted from a single exciton and a biexciton
(as discussed below) located in the center of the trap. They
are spatially diffraction broadened to 900 nm full width at
half maximum, comparable to the emitted PL wavelength.
The PL of direct excitons occurring in close vicinity of the
focus of the exciting laser is discussed in Refs. [13,24].
The population of the QD can be varied by changing

the laser power exciting IXs in the vicinity of the QD
[Fig. 2(a)]. For excitation laser powers up to 300 pW
incident on the sample surface, we observe a single narrow
PL line, which we associate with an individual IX.
Increasing the laser power generates two discrete PL lines
[see also Fig. 1(d)] demonstrating the occupation of the
QD with a biexciton decaying via a single IX. A further
increase in excitation power creates in addition triexcitons
and so on. The discrete PL lines are narrow (� 0:4 meV)
but orders of magnitude broader than expected from the
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FIG. 1 (color online). (a) Scheme of theDQWband gapwithin a
field-effect device. EC and EV denote the conduction and valence
band edge, respectively. The electron and hole wave function of
the ground states hhQW2

1 and eQW1
1 are indicated. The energetic tilt

of the DQW is tuned by the gate voltages VT;G with respect to

the flatband voltage VFB � 0:75 V. (b) In-plane variation of the
hhQW2

1 and eQW1
1 ground state and the resulting confinement

potential VIX. (c) Displays a scanning electron micrograph of the
gatepattern. (d)Logarithmicallydisplays thePL intensity vs energy
and position y at x ¼ 0 [VG ¼ 0:75 V, VT ¼ 0:25 V, TLattice ¼
242 mK, PLaser ¼ 2:8n W, ELaser ¼ 1:494 eV].
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radiative lifetime of 300 ns. This we attribute to temporal
spectral fluctuations happening during the long integration
times of order 200 seconds necessary for detection. The
dependence of the PL intensity on the laser power shown in
[Fig. 2(b)] is characteristic for a QD populated with multi-
excitons [27] rising, e.g., quadratically in laser power for a
biexciton. The center energies of the discrete PL lines
plotted in Fig. 2(c) reflect the interplay between dipolar
interexcitonic repulsion and spatial quantization leading to

a splitting of nearly 2 meV between the single exciton and
biexciton configuration.
Based on a semiclassical model [24], we can describe

the level structure by the following scenario. With the
heavy hole fixed in space by the gate-induced electrostatic
confining potential, somewhat roughened by the random
disorder potential, the light electron in the adjacent QW is
electrostatically bound to the hole via Coulomb attraction
[Fig. 1(b)]. Filling an additional IX into the narrow lateral
confining potential of the QD trap causes strong excitonic
repulsion by dipolar interaction. The repulsive energy of
about 2 meV at a lateral interexcitonic distance of about
34 nm [24] dominates the energy splitting between the
single IX and biexciton. Adding the third exciton yields a
somewhat reduced additional repulsion of about 0.7 meVat
a distance of 37 nm if we assume a triangular ordering of
the excitons in the trap [24]. The strong dipolar interactions
between the few excitons in the quantum dot cause spatial
order of the excitons [28], in analogy to Wigner-crystal-
like states expected in charge quantum dots [29]. This
spatial order results in an excitonic Wigner molecule
[Figs. 3(a) and 3(b)] and is likely to be assisted by the
fact that the external excitonic potential VIX has a signifi-
cantly larger spatial extent than the excitons confined to
Bohr radii. In addition, screening of the bare trap potential
VIX by adding dipolar excitons will modify the effective
potential landscape. Increasing the laser power increases
the time-averaged population of the trap with biexcitons
and triexcitons. The resulting dipolar screening causes a
blueshift �E reflecting the increasing many-body inter-
actions between the IXs and their temporal dynamics
[Fig. 2(c)]. A further increase of the laser power causes
the QD to sequentially fill up to about 100 IXs [24]. For
high populations, we observe an unstructured asymmetric
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FIG. 2 (color online). (a) PL spectra for different occupations
of the trap nonlinearly changed by laser power between 55 pW
and 10 nW. In comparison to the emission from individual self-
assembled InGaAs quantum dots, PL counts in the single exciton
limit are typically found to be 1000-fold lower, reflecting the
correspondingly increased radiative lifetime of IX. The corre-
sponding integrated PL intensity and PL blueshift are shown
in (b) and (c) [VG ¼ 0:65 V, VT ¼ 0:30 V, TLattice ¼ 245 mK,
ELaser ¼ 1:494 eV].
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FIG. 3 (color online). (a) Sketches an excitonic Wigner molecule of three equidistantly spaced dipolar excitons confined in parabolic
trap potential as displayed in (b). (c) PL energy and intensity (logarithmically plotted) vs trap gate voltage. Below 0.35 V we observe
the splitting displayed in (d) [VG ¼ 0:55 V, TLattice ¼ 244 mK, PLaser ¼ 2:8 nW, ELaser ¼ 1:494 eV]. (e) Characteristic spectra for
different magnetic fields in equidistant steps from 0 T (bottom) to 2.5 T (top). From the quadratic fit (solid line) to the PL energies
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PL line shape characterized by a steep blue side and a long
red tail [Fig. 2(a)]. The development of the PL line shape in
Fig. 2(a) with the trapped exciton density shows clearly
that the asymmetric PL line results from the sum of indi-
vidual exciton PL lines and ends in an edgelike singularity
[30,31] for a high density cold dipolar liquid [26,28].

In the quantum trap device, we anticipate to observe
correlations because the expected excitonic coherence
length [32] exceeds the diameter of the trap, which is also
smaller than the emitted PL wavelength. Furthermore, at
low temperature (240 mK), the thermal de Broglie wave-
length �dB of the bosonic particles (�dB ¼ @

ffiffiffiffiffiffiffiffiffiffiffiffi

2M�kT
p where

M ¼ m�
e þm�

hh is the total mass of the exciton) is a few

times larger than the interexcitonic distance, which is simi-
lar to the effective Bohr radius re � 20 nm.

The excitonic QD potential VIX is tuneable by gate
voltage [Fig. 3(c)]. With decreasing trap gate voltage, the
trap gets deeper and we expect a narrowing of the lateral
confinement down to about 100 nm, inducing a splitting of
the PL line in two discrete lines [24]. The latter reflects an
occupation of the trap with two exciton states. In Fig. 3(d),
the energetic splitting between the exciton and biexciton
state is plotted versus the trap gate voltage. We interpret
the lowering of the energetic spacing E2IX � E1IX with
decreasing trap gate voltage by the observation that the
time-averaged excitonic population of the quantum trap
with biexcitons deduced from the decreasing intensity
of the 2 IX PL in Fig. 3(c), and thus the corresponding
effective excitonic repulsion weakens and overcompen-
sates the effect of a somewhat increasing electrostatic
potential VIX. The splitting is accompanied by a change in
the slope of the quantum confined Stark effect [Fig. 3(c)].
Here, we ensured that leakage currents entering the trap
gate are negligibly small in the corresponding voltage
regime [24]. In traps with a larger trap gate diameter, we
are able to observe a gate-voltage-dependent depletion
zone of width ranging between 250 nm and 500 nm around
the trap perimeter [13,24]. Correspondingly, we expect for
the trap depicted in Fig. 1(c) the resulting curvature of the
electrostatically induced trap potential VIX to dominate the
random disorder potential. Generally, at a trap gate voltage
VT * VG, the exciton trap converts into a depopulated
antitrap, and we no longer detect any PL from IXs within
the trap area.

Additional manifestation of the quantum dot behavior
can be deduced from the difference in the diamagnetic
energy shifts of the discrete excitonic lines in a magnetic
field B applied in Faraday configuration perpendicular to
the QW plane. Figure 3(e) displays exemplary PL spectra
as a function of B. With increasing magnetic field we
observe a diamagnetic shift of the excitonic emission
[Fig. 3(f)]. In addition, we observe an increasing PL in-
tensity and the appearance of a triexciton line at higher
field. Both findings reflect an increasing magnetic stabili-
zation of excitons. As B ¼ 0, a large in-plane component

of the electrostatic field near the trap perimeter can cause
ionization of the IX. As observed inside QWs [33] and
predicted in Ref. [34], such radial tunneling of the excitoni-
cally bound electrons out of their pocket in the binding
potential [Figs. 1(b) and 3(a)] can be suppressed by a mag-
netic field along z. For the spectra in Fig. 3(e), this causes
both the observed increase in PL intensity and the appear-
ance of a strong triexciton line with increasing B. The
resulting quadratic diamagnetic shift of the trapped IXs

energies [plotted in Fig. 3(f)] is given by �Edia ¼ e2r2e
8�c2

B2

where re is the effective Bohr radius and � the reduced
mass of the exciton [35]. With increasing exciton number,
we see an increase in re because the effective confining
potential is broadened by screening and strong IX
interactions.
In conclusion, we realized individual optically active,

gate-defined, and voltage-controlled quantum traps for
spatially indirect excitons in which a tuneable potential
caused excitonic confinement in the DQW plane. The
population of such a QD could be tuned from a single
exciton to a multiexciton state of above 100 IXs. With
our device, we introduced a gate-defined platform for
creating and controlling optically active quantum dots
with possible applications in fundamental quantum physics
and quantum computing. This provides the possibility of
lithographically defined coupled quantum dot arrays with
voltage-controlled optical properties and tuneable in-plane
coupling.
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[25] J.M. Blatt, K.W. Böer, and W. Brandt, Phys. Rev. 126,
1691 (1962).

[26] G. J. Schinner, J. Repp, E. Schubert, A.K. Rai, D. Reuter,
A. D. Wieck, A. O. Govorov, A.W. Holleitner, and
J. P. Kotthaus, arXiv:1111.7175.

[27] K. Brunner, G. Abstreiter, G. Böhm, G. Tränkle, and
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