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This Letter reports on the measurement of the energy loss and the projectile charge states of argon ions

at an energy of 4 MeV=u penetrating a fully ionized carbon plasma. The plasma of ne � 1020 cm�3 and

Te � 180 eV is created by two laser beams at �Las ¼ 532 nm incident from opposite sides on a thin

carbon foil. The resulting plasma is spatially homogenous and allows us to record precise experimental

data. The data show an increase of a factor of 2 in the stopping power which is in very good agreement

with a specifically developed Monte Carlo code, that allows the calculation of the heavy ion beam’s charge

state distribution and its energy loss in the plasma.
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The stopping of heavy ions in matter is a field of
research that has been of great interest for more than a
century. The first contributions to this field by Bohr [1],
Bethe [2], and Bloch [3] are well known and have been
further developed into much more advanced treatments
[4–6]. The description of the interaction of heavy ion beams
with cold matter has continuously evolved over the years
and a good level of understanding has been reached, which
is manifested in a relatively good agreement between theo-
retical predictions and experimental data [7]. However, the
interaction with the fourth and actually most common state
of matter in our Universe, the plasma, is only poorly under-
stood and there is only very scarce reliable experimental
data to test existing theories. The understanding of this
subject, however, is most crucial to a variety of fields in
modern physics, stretching from the realization of ICF
(inertial confinement fusion) [8] and especially ion driven
fast ignition [9,10], over astrophysics to the target response
in modern accelerators like the LHC or the FAIR project.
In the past, several experiments covering the field of low
density plasmas (ne ¼ 3� 1017 cm�3) with an intermedi-
ate temperature of 2–3 eV produced by a gas discharge
[11,12] have been conducted. In addition, the warm
dense matter regime has been accessed via heavy ion
beam heating [13] and shock waves [14]. The first stopping
power experiments in laser-generated plasma have been
conducted with temperatures up to 60 eV [15] and later
for temperatures up to 250 eV [16]. In these experiments the
plasmawas directly created by a laser incident on a thin foil.
However, these experiments were to a large degree domi-
nated by the plasma target’s hydrodynamic response to the
inhomogeneities in a 1 mm scale laser focus profile [17].
Therefore, this Letter reports on the experimental results of
the energy loss of argon ions in laser-generated plasma

created within a modified experimental scheme. The influ-
ence of the target’s inhomogeneities is heavily reduced and
hence the experiment allows us to study the atomic physics
processes responsible for differences of up to a factor of
two in the stopping power between the plasma and the cold
target. The physical question that will be addressed in more
detail is the significance of the consideration of the projec-
tile charge state in a plasma environment for the determi-
nation of the stopping power. In a plasma, the cross sections
for ionization and recombination change and lead to differ-
ent projectile charge states directly affecting, in principle,
any stopping power theory. Furthermore, at the energy
considered here, the energy transfer needs to be modeled
in an impact-parameter dependent way, since close colli-
sions together with projectile screening play an important
role. The measured results can be explained in detail by
a specially developed Monte Carlo code calculating the
charge transfer and the energy loss of the heavy ion beam
in the plasma target taking the mentioned effects into
account.
The experimental setup is shown in Fig. 1. The main

improvements to earlier experiments [15,16] are the use
of frequency-doubled laser beams and the irradiation of a
thin carbon foil of 0:5 �m thickness from both sides. A
higher laser frequency causes laser energy to be absorbed
at higher plasma densities and hence to be more efficiently
converted into thermal radiation, which is the key factor in
smoothing out the density and temperature nonuniform-
ities. The double-sided foil irradiation additionally accel-
erates the process of plasma heating, which is dominated
by relatively slowly propagating quasidiffusive thermal
waves. As a result, the amplitude and the lifetime of the
plasma nonuniformities, induced by spatial laser intensity
variations, are strongly reduced as compared to Ref. [16].
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The laser pulses have been chosen to 30 J each at a pulse
length of 7 ns (FWHM) which corresponds to an intensity
of 4:6� 1011 W=cm2. This is sufficient to fully ionize the
whole interaction volume at the end of the laser pulses. The
laser focuses are created with the aid of random phase
plates and have a diameter of 1 mm. In conclusion, after
6.5 ns a homogeneous plasma is created. The influence of
the processes decreasing the quality of the previously
recorded energy loss data is reduced by more than a factor
of three (the details of the 2D hydrodynamic simulations
are described in Ref. [17]). This allows us to analyze the
details of the energy loss and projectile charge state distri-
bution concerning the nature of the underlying atomic
physics processes.

The plasma target is probed by an argon ion beam at an
energy of 4 MeV=u at a pulse frequency of 36 MHz with
pulse durations of 4 ns (FWHM). The diameter of the ion
beam is reduced by a small pinhole to 500 �m. This
assures that the ion beam only interacts with the central
and most homogeneous part of the plasma of the same
areal density. One goal of this setup is to distinguish
between two different effects on the projectile’s energy
loss, the heavy ion’s charge state and the differences in the
Coulomb logarithm. The ions are then transported over
12 m distance onto a spectrometer [18] with 5 individual
detectors based on polycrystalline diamond. Each records a
separate charge state and hence covers more than 98% of
the total projectile charge state distribution via selecting
Ar14þ to Ar18þ. Since the different charge states of Argon
have a different stopping power, these detectors not only
serve as time of flight detectors but also to determine the
charge state distribution of the ion beam after having
interacted with the plasma.

For the determination of the projectile charge state
distribution the recorded signals are integrated including
the different responses of each detector to one single
particle. The focus of this Letter is on the energy loss;
hence, the most interesting parameter to judge the differ-
ences in the stopping power arising from the changing of
the charge state distribution is the mean charge state of the
projectile. In the experiment this parameter is determined
after the interaction with the target. Its development in time

is shown in Fig. 2. For times earlier than 0 ns, which is the
beginning of the laser irradiation on the target, the mean
charge state after the interaction with the cold target foil is
recorded. At 0 ns the two heating laser pulses start to
irradiate the target. The jitter between the two laser pulses
was 0.8 ns during the experimental campaign. The results
shown are a superposition of 18 independent experiments
with the same laser parameters with variations from shot
to shot of less than 6% in energy. The temporal profiles of
the lasers shown are exemplified from one laser shot. The
spectrometer itself allows the recording of the number of
incident particles with a precision of 6%–8% per charge
state. For times earlier than 0 ns, a constant mean charge
state of 15.8 for the solid target is measured which is in
very good agreement with the expectations [19]. For the
first 5 ns the differences between solid and the plasma state
are within the error bars. However, for later times, between
7 and 12 ns, the mean charge state after the interaction with
the plasma starts to exceed the one in cold matter. The
maximum mean charge state measured is 16.2 and hence
0.4 charge states higher so the increase is not that signifi-
cant. However, due to the nature of the plasma expansion,
the target density decreases to ne ¼ 1020 cm�3 after 7 to
12 ns. The stopping power of a gas compared to a solid-
state body is lower [20], which is often called density
effect. This effect can be judged by fitting formulas like
Ref. [19] which gives qmean;gas ¼ 15:1. So in comparison to

standard fitting formulas this already means an increase
of the projectile mean charge state of �qmean ¼ 1:1, which
is significant, since this corresponds to a change in the
stopping power of 10%.
A theoretical model to calculate the charge state distri-

bution of the projectile has been proposed in Ref. [16]. This
code uses experimentally determined cross sections for the
charge transfer in cold matter [21]. The code is based on a
modified version of ETACHA [22], which allows the calcu-
lation of the nonradiative and radiative electron capture as
well as ionization and excitation during collisions with the
target ions of the plasma. To take the density effect on the
projectile charge state in the plasma into account, projec-
tile shells are considered within a Monte Carlo approach

FIG. 2 (color online). Temporal evolution of the Argon mean
charge state after interacting with the plasma.

FIG. 1 (color online). Experimental setup for the energy loss
and charge-transfer experiments.
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including excitation and decay, too. Since the plasma
described in this Letter is fully ionized, the collisions
with free electrons become more dominant. Hence, the
model for dielectronic recombination previously used
[16] has been improved by using Ref. [23]. However, for
the microscopic description, the plasma parameters, elec-
tron, and ion density, temperature and ionization degree are
needed both spatially and time resolved. Since this is not
achievable with a sufficient accuracy from the plasma
diagnostics in the experiment, we have to rely on hydro-
dynamic simulations with RALEF-2D [17]. The simulations,
however, have been thoroughly benchmarked by our
plasma diagnostics. Especially the time-resolved two-
dimensional distributions of the electron density recorded
with our multiframe Nomarski interferometer [24] have
been used for this purpose and the hydrodynamic simula-
tions show an excellent agreement with the experimental
results, as shown in Fig. 3. The recorded electron densities
from 3 separate laser shots recorded at the same time
relative to the beginning of the heating lasers are plotted
in comparison to the results of the simulations.
Furthermore, this graph shows the reproducibility of the
plasma formation with the setup using the second har-
monic of the heating lasers [17].

The results for the mean charge states exiting the plasma
in comparison with our model are also shown in Fig. 2. For
times earlier than 11 ns the increase of the mean charge
state is very well modeled. For later times the measured
charge state exceeds the one predicted by the code. The
maximum deviations between the stopping power calcu-
lated later in this Letter using the charge states obtained by
the code and those obtained in the experiment is below 5%
even at times around 15 ns. Since the calculation of charge-
transfer cross sections is a complex many-particle problem,
this method always inherently has certain errors and the
agreement in this case is precise enough for the determi-
nation of the energy loss. The deviations due to the charge
state are below the error bar of the energy loss data obtained
in the experiment which is described in the following.

For the determination of the energy loss in the experi-
ment the signals recorded by the spectrometer are numeri-
cally deconvoluted with the aid of the single particle
responses. Then the center of mass of the deconvoluted
signal is determined and used as arrival time for the time of
flight measurements. Figure 4 shows the results for the
energy loss. For the first two nanoseconds only very few
deviations from the energy loss in the cold solid foil are
detected. However, for later times a significant increase is
recorded with a maximum energy loss of roughly 60%
more than in the cold solid foil. The energy loss reaches
its maximum after 8–10 ns when the whole plasma in the
interaction region is fully ionized at the end of the laser
pulse. For later times, the energy loss starts to decrease
due to the 3D expansion of the plasma and reaches zero
after 20 to 25 ns.
For a detailed and quantitative analysis of the effects

contributing to the stopping power a theoretical approach
is necessary. In the intermediate velocity regime charge
transfer and hence projectile screening play an important
role since the stopping power of any theory depends on the
actual charge state of the ion in the target. Effective charge
descriptions in the often used way of Northcliffe [25] have
been shown to be unphysical and may lead to wrong results
[26]. Instead, the Monte Carlo code mentioned above
connects the actual charge state with the charge-dependent
stopping powers calculated with the CASP code [27], which
has been modified to describe the plasma case [16]. The
CASP code interpolates between different impact-parameter

regimes and hence also takes close and binary collisions
into account which avoids, for example, the overestimation
of the stopping power by the Bethe formula, which has
been often used in the past also for the plasma case. The
comparison for the energy loss presented in Fig. 4 shows a
very good agreement. Three theoretical curves stemming
from different simulations are shown in this picture. In the
first one (red crosses), a completely homogenous focus
profile for the hydrodynamic simulations has been
assumed. Therefore, an immediate increase of the energy
loss as soon as the laser starts irradiating the target is
calculated. This is not found in the experimental data.

FIG. 3 (color online). Comparison between the recorded elec-
tron densities from 3 separate laser experiments and the results
of RALEF-2D simulations.

FIG. 4 (color online). Energy loss of argon at 4 MeV=u in the
carbon plasma.

PRL 110, 115001 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

15 MARCH 2013

115001-3



However, in this experimental scheme the laser focus
profile is still not homogeneous, only the influence of the
inhomogeneities is reduced. The second curve (black dots)
includes the effects produced by a laser focus profile
which has been simplified by a cosine-function IðxÞ ¼
I0½1þ 0:5 cosð!xÞ� with a characteristic wavelength
obtained from the focus profiles in the experiment of
� ¼ 50 �m. The characteristic variation in the amplitude
is 3 to 1 peak to valley. This does not represent the real
laser profile of the random phase plates, this is impossible
in a 2D simulation due to the nature of the random intensity
distribution. Instead, it provides a quantitative estimate for
the effects on the stopping power that are to be expected
due to significantly reduced but still present plasma
inhomogeneities (see Ref. [17]) at early times. Taking
into account these effects improves the agreement between
theory and experiment by delaying the rise of the stopping
power with respect to the laser pulse. An additional
improvement is achieved after we consider that the energy
loss data are recorded with an ion beam of a pulse duration
of 4 ns (FWHM). Because of the integration, the results
already stop at 12 ns. The cyan curve shows the results
which are obtained if the black curve is recorded with such
a temporal Gaussian shape and the resulting agreement
between theoretical values and experimental data becomes
excellent.

The deviations between the experimental results and the
theoretical predictions are below 10%. These results hence
confirm the physical picture of the laser-induced plasma
inhomogeneities as reported in earlier works [16,17]
and the novel experimental setup has led to a substantial
improvement of the experimental data and allows a
detailed study of the underlying atomic physics: The con-
tribution to the increase in the stopping power is dominated
by the change in the coulomb logarithm, namely, the more
efficient energy transfer to the plasmons. The change in
the projectile mean charge state exiting the plasma from
qmean;solid ¼ 15:8 to qmean;plasma ¼ 16:2 is not sufficient to

explain the difference in the energy loss between the solid
and the plasma phase. But considering the charge state
distribution of the ion beam still remains important. First of
all an actual value for the heavy ion charge state is needed
and in addition the density of the target decreases over
time. So for times between 7 and 12 ns at ne ¼ 1020 cm�3

as shown in Fig. 3, the plasma more than compensates the
gas-solid difference. This means according to the CASP

models that around 85% of the stopping power increase
in the target is due to the Coulomb logarithm, namely, the
more efficient energy transfer to the plasmons, while 15%
are due to the increase of the projectile charge states. This
ratio however changes depending on projectile nuclear
charge and energy. In total, an increase of a factor of 2 in
the total stopping power is needed and calculated by our
models to explain the difference found in the experimental
data, because both the averaging over time and the slowly

decreasing integral mass visible for the ion beam in the
experiment due to the three dimensional plasma expansion
decrease the energy loss values found in the experiment.
This is in a very good agreement with the predictions of
our combined theoretical model [16].
In summary, this Letter presents new experimental data

for both the projectile charge states after penetrating a hot
fully ionized carbon plasma and the energy loss of this ion
beam. The temporal evolution of both parameters can be
very well explained both qualitatively and quantitatively
by our Monte Carlo code describing all relevant charge-
transfer processes and the energy loss without the use of
an effective charge description but including all relevant
atomic physics processes. The stopping power is mainly
increased due to the more efficient transfer to plasmons
than to bound electrons while the role of the measured and
calculated actual projectile charge states remains an impor-
tant parameter. The physical connection for plasma has
been established in this Letter.
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