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We present a theoretical study of Hþ
2 ionization under strong IR femtosecond pulses by using a method

designed to extract correlated (2D) photoelectron and proton kinetic energy spectra. The results show two

distinct ionization mechanisms—tunnel and multiphoton ionization—in which electrons and nuclei do not

share the energy from the field in the same way. Electrons produced in multiphoton ionization share part of

their energy with the nuclei, an effect that shows up in the 2D spectra in the form of energy-conservation

fringes similar to those observed in weak-field ionization of diatomic molecules. In contrast, tunneling

electrons lead to fringes whose position does not depend on the proton kinetic energy. At high intensity,

the two processes coexist and the 2D plots show a very rich behavior, suggesting that the correlation

between electron and nuclear dynamics in strong field ionization is more complex than one would have

anticipated.
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The interaction of atoms and molecules with intense
infrared laser pulses has been the object of continuous
research for more than two decades [1–9]. Since the
potential induced by such lasers on the electrons is com-
parable to or even stronger than that generated by the
nuclei, the resulting electron dynamics is significantly
different from that of the isolated system, which makes
these lasers ideal tools to achieve electronic control
[10–13]. Strong fields can efficiently excite and ionize
atoms and molecules. The electrons, which can be ejected
following either multiphoton absorption or tunneling, can
either directly reach the detector after having been repeat-
edly accelerated and decelerated by the field [direct elec-
trons (DE)] or recollide with the ionic core within an
optical cycle [rescattered electrons (RE)] [14,15]. Only
a small fraction of the ejected electrons rescatter, but this
fraction is responsible for important nonlinear phenomena
such as high-harmonic generation (HHG). In this process,
high-energy photons are emitted as a result of electron
recombination with the ionic core. HHG is currently used
to produce ultrashort extreme ultraviolet laser pulses and
trains of these pulses [16–19], and also to uncover multi-
electron dynamics in atoms and molecules [13,20] or the
structure of atomic and molecular orbitals in the so-called
orbital tomography [10,21,22].

Rescattered electrons that do not recombine with the ion
also leave their signature in the photoelectron spectra at
relatively high energies, typically between 2Up and 10Up

[23,24], where Up ¼ I=4!2 is the electron ponderomotive

energy (in a.u.), I is the laser intensity, and! its frequency.
Because of their high energy, in contrast with that of direct
electrons which is � 2Up, RE can be used as signal and

DE as reference to image atomic and molecular structure
by photoelectron holography [20,25].

Compared to atoms, the study of strong-field electron
dynamics in molecules, in particular ionization, offers a
richer perspective due to the additional degrees of freedom
associated with the nuclei. Indeed, several phenomena due
to the multicenter character of the molecular potential
have already been discovered, such as charge-resonance-
enhanced ionization [26] and light-induced-electron dif-
fraction [27–29]. The induced electron dynamics can also
be used to learn about the nuclear motion in molecules,
e.g., vibration and dissociation. A few attempts in this
direction have been reported in the context of HHG [30]
and light-induced-electron diffraction [12], where atomic
displacements have been detected by measuring the har-
monic emission and the ionized electrons, respectively.
For light molecules with relatively fast nuclear dynamics,
the other way around is also possible: one can learn about
electron dynamics by looking at the atomic or molecular
ions produced in the ionization of the parent molecule.
This has been achieved in strong field ionization of
H2 [31], but also in weak-field few-photon ionization of
H2 by ultrashort UV and extreme ultraviolet pulses [32].
Early work has shown that electron and nuclear dynam-

ics may not always be disentangled [33]. This is so when,
e.g., ionized electrons are slow and the Born-Oppenheimer
(BO) approximation is no longer valid. In this case, the
electron and nuclear dynamics must be considered on an
equal footing. So, ideal experiments are those in which
electrons and ions are detected in coincidence [34], since
this provides information about how the energy is shared
between them. The correlated electron and nuclear dynam-
ics can be visualized by plotting the ionization yield as
a function of both the electron and ion kinetic energies
[35–38] (2D plots). State-of-the-art multicoincidence
detection techniques are now able to provide such

PRL 110, 113001 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

15 MARCH 2013

0031-9007=13=110(11)=113001(5) 113001-1 � 2013 American Physical Society

http://dx.doi.org/10.1103/PhysRevLett.110.113001


information. They have been successfully used to inves-
tigate the correlated electron and nuclear dynamics in
dissociative ionization of H2 by synchrotron radiation
[39,40]. So the natural question is if similar coincidence
techniques can shed light about the energy sharing mecha-
nisms in the presence of a strong field. This is relevant
because, at high field intensities, nonadiabatic effects are
expected to appear, such as those due to the appearance of
avoided crossings between dressed molecular states in the
presence of the laser field, that may lead to changes in the
rovibrational spectra of diatomic molecules [41] and can
be used to control molecular photodissociation [42].

In this Letter we address the above question by using a
newly developed theoretical method that allows us to
extract correlated photoelectron and nuclear-kinetic energy
spectra of Hþ

2 molecules under intense ultrashort laser
pulses. This method is an extension of the resolvent
technique originally proposed for atoms [43,44]. The cal-
culated 2D plots suggest that electrons resulting from
multiphoton ionization and tunneling ionization do not
share energy with the nuclei in the same way. In particular,
tunneling electrons, either ejected directly or after rescat-
tering, are reluctant to share their energy with the nuclei,
while electrons produced in multiphoton ionization
actually share part of their energy. When these processes
coexist, the calculated 2D plots exhibit a very rich behav-
ior, suggesting that the correlation between electron and
nuclear dynamics in strong field ionization is more com-
plex than anticipated, and that, in general, the nuclear
motion cannot be ignored in realistic simulations of strong
field ionization in molecules.

The time-dependent Schrödinger equation (TDSE) is
solved numerically in a two-dimensional grid for z and
R, where z is the electronic coordinate parallel to the linear
polarization axis of the field, and R is the internuclear
distance. In atomic units (a.u.), the TDSE reads

i
d�ðz; R; tÞ

dt
¼ ½Ĥelðz; RÞ þ T̂ðRÞ þ V̂ðz; tÞ��ðz; R; tÞ; (1)

where Ĥel ¼ T̂el þ V̂eN þ 1=R is the electronic
Hamiltonian of Hþ

2 , which includes the electronic kinetic

energy and the electron-nuclear potential, T̂ðRÞ is the

nuclear-kinetic energy (NKE), and V̂ ¼ ẑ ÊðtÞ (V̂ ¼
p̂ ÂðtÞ) is the laser potential in length (velocity) gauge. A
standard soft-core potential is used to treat the Coulomb
singularity [45]. We have used a box with jzj< 3000 a:u:
and R< 30 a:u:, with uniform grid spacings of �z ¼
0:1 a:u: and �R ¼ 0:05 a:u: The propagation was per-
formed by using the Crank-Nicolson split-operator method
with �t ¼ 0:02 a:u: We assume that the pulse has a sin2

envelope.
To extract the physical observables, we have extended

the method of Ref. [44] to account for both the electron and
the nuclei. We define the electronic and nuclear resolvent
operators (RO)

Rn
�eðEeÞ ¼ �e

n

½Ĥe � 1=R� Ee�n � i�e
n
; (2)

Rn
��ðE�Þ ¼

��
n

½T̂ðRÞ þ 1=R� E��n � i��
n
; (3)

where Ee is the asymptotic electron kinetic energy with
resolution �e, E� is the asymptotic nuclear kinetic energy

with resolution ��, and n is the order of the RO. We have

used n ¼ 2, �e ¼ 0:004 a:u:, and �� ¼ 0:02 a:u:

We now define a new function �0 that results from
applying the above operators to the solution of the TDSE
at t ¼ tmax (the largest value of time in the propagation)

j�0i � Rn
��ðE�ÞRn

�eðEeÞj�ðt ¼ tmaxÞi: (4)

The differential probability density of finding the system
with fragment energies Ee and E� is thus given by

�ðEe; E�Þ ¼
PðEe; E�Þ
�e��

; (5)

where

PðEe; E�Þ ¼ h�0j�0i: (6)

and �i ¼ �i
�
n cscð�2nÞ, with i ¼ ðe;�Þ. At t ¼ 1, the total

energy E of the system is just Ee þ E�. Thus, for large

enough t (cf. z and R), the first RO, Rn
�eðEeÞ, selects a value

of the asymptotic electronic energy in the electronic con-
tinuum and the second one, Rn

��ðE�Þ, a value of the asymp-

totic nuclear energy in the dissociative continuum. The
modulus square of the resulting wave function PðEe; E�Þ
is thus proportional to the probability density of finding an
electron and the two protons with energy Ee and E�,

respectively. We notice that, since in practice integration
of the TDSE must be stopped at a finite time t ¼ tmax, we
are in fact making use of the BO approximation in the
projection given in Eq. (4) (but not in the time propaga-
tion). However, we have checked that the results remain
practically invariant as tmax is increased, which means that
non-BO effects are correctly included. Another indication
of the latter is that doubly differential probabilities
obtained in length and velocity gauges are very similar,
with a relative error smaller than 1% at the higher electron
energies and smaller than 10% close to the ionization
threshold. All results shown below were obtained in the
length gauge, unless otherwise stated.
Figure 1 shows the correlated photoelectron-nuclear

kinetic energy spectra resulting from four different
pulses with wavelength (�), duration (T), and intensity
(I): (a) � ¼ 400 nm, T ¼ 16 fs, and I ¼ 1014 W=cm2,
(b) � ¼ 400 nm, T ¼ 16 fs, and I ¼ 4� 1014 W=cm2,
(c) � ¼ 800 nm, T ¼ 32 fs, and I ¼ 1014 W=cm2, and
(d) � ¼ 800 nm, T ¼ 16 fs, and I ¼ 2� 1014 W=cm2.
They correspond, respectively, to values of the Keldysh

parameter � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ip=2Up

q

¼ 3:2, 1.6, 1.6, and 1.1 (Ip is
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the vertical ionization energy), which cover different ion-
ization regimes, from the multiphoton regime [Fig. 1(a)] to
the tunneling regime [Fig. 1(d)]. In Fig. 1(a) one can see
energy conservation lines satisfying the formula N! ’
Ee þ E� þD2Hþ , where D2Hþ is the energy required to

produce two protons at infinite internuclear distance, andN
indicates the number of absorbed photons. The appearance
of these lines indicates that the excess photon energy is
shared between the ejected electron and protons. This en-
ergy sharing is only efficient within the Franck-Condon
region, i.e., in the interval of nuclear-kinetic energies
0.25–0.55 a.u. This is the usual behavior observed in
weak-field ionization of diatomic molecules [35–37,39],
and also, as pointed out very recently, in multiphoton above
threshold ionization of Hþ

2 [38]. As one increases the in-
tensity without changing the photon energy [Fig. 1(b)], the
calculated 2D spectrum exhibits a more complex structure.
In this case, � is closer to 1, so the tunneling process is
expected to occur. In addition to the diagonal lines observed
in the previous case, one can observe horizontal lines ap-
proximately separated by! indicating that the energy taken
by the electrons from the field is not shared with the nuclei.
Horizontal lines are the dominant pattern for NKE between
0.2 and 0.3 a.u., and they are visible up to photoelectron
energies close to 10Up. For NKE around 0.4 a.u., there is no

clear dominant pattern. The spectrum shown in Fig. 1(c) for
the samevalue of� but obtainedwith an IR pulse that is four
times less intense and contains photons with half the energy
is dominated by horizontal lines. The same occurs if one
considers even higher intensities [Fig. 1(d)]. In the latter
case, as the Keldysh parameter is close to 1 andUp is about

eight times the photon energy at maximum intensity, the
ionization mechanism is clearly dominated by nonpertur-
bative effects.
To understand how the different structures build up in the

2D spectra, we have evaluated in the velocity gauge the
ionization probabilities at the zeros of the vector potential
AðtÞ for the case � ¼ 400 nm, T ¼ 16 fs, and I ¼
4� 1014 W=cm2 [Fig. 1(b)]. In this gauge, the laser-
molecule interaction vanishes at the zeros of A, and
consequently, the Hamiltonian is identical to that of a free
molecule. Also, the kinematic momentum of the electron
coincideswith its canonicalmomentum, which is convenient
to compare 2D spectra obtained at different times with that
obtained at the end of the simulation. Figure 2(a) shows the
2D spectrum after the first few cycles. During this time
interval, the intensity does not reach a large enough value
to induce tunneling, and consequently, the resulting spectra is
very similar to that obtained in the pure multiphoton regime.
When the peak intensity is reached, one can see the appear-
ance of horizontal fringes below 2Up in the region of

NKE� 0:25 a:u: [see Fig. 2(b)]. This is the signature of
tunneling electrons directly escaping from the molecule
(DE). A cycle later, the 2D spectrum shows the appearance
of horizontal fringes up to �10Up [see Fig. 2(c)], which is

the signature of tunneling electrons driven back by the field
and subsequently rescattered (RE). According to the three-
step model [15], these electrons are expected to appear
�0:65ð2�=!Þ after the DE. The subsequent evolution of
the system repeatedly generates similar patterns,which inter-
fere with each other and thus lead to the complex 2D spec-
trum of Fig. 1(b). That the origin of the horizontal fringes is

FIG. 1 (color online). Density plots for the correlated photoelectron and nuclear-kinetic energy spectra resulting from Hþ
2 photo-

ionization by using the following pulses: (a) � ¼ 400 nm, T ¼ 16 fs, and I ¼ 1014 W=cm2, (b) � ¼ 400 nm, T ¼ 16 fs, and
I ¼ 4� 1014 W=cm2, (c) � ¼ 800 nm, T ¼ 32 fs, and I ¼ 1014 W=cm2, and (d) � ¼ 800 nm, T ¼ 16 fs, and I ¼ 2� 1014 W=cm2.
The corresponding projections (singly differential probabilities) in electronic energy (Pelec) and nuclear energy (Pnuc) are shown on the
left and on top of each panel. All panels include the values of the Keldysh parameter �, the ratio between the ponderomotive energy
and the photon energy Up=!, and two and ten times Up.
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tunneling ionization is confirmed by calculations performed
on a one-dimensional Heþ system represented by a soft
Coulomb potential that provides the same ionization energy
as forHþ

2 . The resultingHe
þ electron kinetic energy spectra

resemble those of Hþ
2 for electron energies well above 2Up,

i.e., in the region where ionization comes almost exclusively
from tunneling electrons. At low electron kinetic energies,
interferences between multiphoton and tunneling ionization
leads to complex patterns that are different in Heþ and Hþ

2

due to the molecular character of multiphoton ionization.
An interesting feature of the 2D spectrum shown in

Fig. 1(b) is that the NKE distribution exhibits some structure
and is significantly wider than that expected from the Franck-
Condon principle (which is close to the NKE distributions
observed in the other three cases). This can be explained with
the help of Fig. 3, which shows the variation with time of
ionization and vibrational-excitation probabilities, as well as
that of the average value of the internuclear distance, for the
400 nm, 4� 1014 W=cm2, and 800 nm, 1014 W=cm2 cases
[Figs. 1(b) and 1(c)]. As can be seen, for 400 nm, there is a
large degree of vibrational excitation, which is the conse-
quence ofRabi oscillations between the 1s�g and2p�u states

following a stepladder mechanism similar to that previously
described inH2 [46,47]. The coherent population of the differ-
ent vibrational states launches a nuclear wave packet in the
1s�g state that moves considerably during the pulse duration.

As a consequence of this, the average internuclear distance
increases from �1:9 a:u: up to �2:7 a:u: at the end of the
pulse. Thus, when ionization occurs in the second half of the
pulse, the available NKE is smaller because the internuclear
distance is larger. This leads to the broadening of the NKE
distributionwhen tunneling electrons appear. For 800 nm (and
all the other cases), the effect is negligible and the NKE
distribution follows a typical Franck-Condon behavior.

In conclusion, we have presented a new method to
obtain correlated photoelectron and nuclear-kinetic energy
spectra in strong field ionization of Hþ

2 . The results show
that electrons produced in multiphoton ionization share
their energy with the nuclei, an effect that shows up in
the 2D spectra in the form of energy-conservation fringes
similar to those observed in weak-field ionization of dia-
tomic molecules. In contrast, electrons resulting from tun-
neling ionization lead to fringes whose position does not
depend on the proton kinetic energy; i.e., the molecular
character is somewhat lost. At high intensity, the two
processes coexist and the 2D plots exhibit a complex
structure, thus showing that the correlation between elec-
tron and nuclear dynamics in strong field ionization is
involved as a result of the interplay between the electronic
and the nuclear motion.
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Cauchy, S. Zamith, T. Marchenko et al., Science 331, 61
(2011).

[21] W. Boutu, S. Haessler, H. Merdji, P. Breger, G. Waters, M.
Stankiewicz, L. J. Frasinski, R. Taieb, J. Caillat, A.
Maquet et al., Nat. Phys. 4, 545 (2008).

[22] D. Shafir, Y. Mairesse, D.M. Villeneuve, P. B. Corkum,
and N. Dudovich, Nat. Phys. 5, 412 (2009).

[23] G. G. Paulus, W. Becker, W. Nicklich, and H. Walther, J.
Phys. B 27, L703 (1994).

[24] P. Colosimo, G. Doumy, C. I. Blaga, J. Wheeler, C. Hauri,
F. Catoire, J. Tate, R. Chirla, A.M. March, G.G. Paulus
et al., Nat. Phys. 4, 386 (2008).

[25] X.-B. Bian and A.D. Bandrauk, Phys. Rev. Lett. 108,
263003 (2012).

[26] T. Zuo and A.D. Bandrauk, Phys. Rev. A 52, R2511
(1995).

[27] T. Zuo, A.D. Bandrauk, and P. B. Corkum, Chem. Phys.
Lett. 259, 313 (1996).

[28] A. D. Bandrauk and S. Chelkowski, J. Mol. Struct. 591,
199 (2002).

[29] M. Meckel, D. Comtois, D. Zeidler, A. Staudte, D.
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[40] D. Dowek, J. F. Pérez-Torres, Y. J. Picard, P. Billaud, C.
Elkharrat, J. C. Houver, J. L. Sanz-Vicario, and F. Martı́n,
Phys. Rev. Lett. 104, 233003 (2010).
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