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Ultrafast broadband transient reflectivity experiments are performed to study the interplay between the
nonequilibrium dynamics of the pseudogap and the superconducting phases in Bi,Sr,Cag 9, Y, 05Cu,Og.; 5.
Once superconductivity is established, the relaxation of the pseudogap proceeds ~2 times faster than in

the normal state, and the corresponding transient reflectivity variation changes sign after ~0.5 ps. The

results can be described by a set of coupled differential equations for the pseudogap and for the
superconducting order parameter. The sign and strength of the coupling term suggest a remarkably
weak competition between the two phases, allowing their coexistence.
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In cuprates [1], pnictides [2], manganites [3], and heavy-
fermion compounds [4] low-energy gaps follow the forma-
tion of multiple ordered phases, generally interacting with
each other. Their mutual coupling, i.e., the mixed terms in
a multicomponent Ginzburg-Landau (GL) free energy ex-
pansion, plays a key role in determining the unconventional
electronic properties of these materials [5—8]. A particularly
interesting case is given by the pseudogap (PG) and super-
conducting (SC) phases in cuprates, where the debate
between a competing order (positive free energy coupling
term) [9,10] or a cooperative order scenario (negative free
energy coupling term) [11,12] is still unresolved.

So far this problem has been approached by measuring
the excitation spectra and low-energy gaps of each phase
in equilibrium conditions throughout the phase diagram.
Angle-resolved photoemission spectroscopy and scanning
tunneling spectroscopy have successfully distinguished
almost degenerate low-energy gaps in cuprates [13,14].
However, at equilibrium the coupling between coexisting
phases can hardly be observed for the free energy is kept at
minimum and the different contributions cannot be disen-
tangled. Conversely, ultrafast time-resolved spectroscopy
can address this fundamental issue by investigating the
nonequilibrium dynamics of the interacting phases after a
sudden nonthermal photoexcitation [15,16]. Above all, the
possibility to create a transient nonthermal phase, where
only one of the order parameters is selectively quenched, is
critical for directly measuring the coupling between order
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parameters. In particular, in the limit of the local equilib-
rium approximation [17], and for excitation densities well
below saturation [21], the nonequilibrium dynamics of the
order parameter and its corresponding excitations coincide
[18]. Thus the dynamics of the order parameters can be
probed in real time by measuring the reflectivity variation,
AR/R. Furthermore, a broad spectral range of probing
photon energies is needed to disentangle the dynamics of
different interacting order parameters [16].

In this Letter, ultrafast broadband transient reflec-
tivity experiments allow us to identify and observe
the dynamics of PG and SC phases in single crystals
of underdoped BizsrzcaO.ngO.ogcuZ08+5 (TC = 85 K)
Singular value decomposition (SVD) is applied to
disentangle their spectrotemporal fingerprints in the out-
of-equilibrium reflectivity data. At low pump fluence
(10 uJ/cm?) the recovery dynamics of the PG proceeds
~?2 times faster once the SC order parameter is established,
and eventually the corresponding transient reflectivity
variation changes sign after ~0.5 ps. Furthermore, the
amplitude of the PG perturbation decreases by a factor 2
below T.. These results prove the existence of a coupled
dynamics for the PG and for the SC order parameter, which
can be described by a set of differential equations with a
coupling term connecting their relaxation dynamics. Under
the assumption that the PG phase has a broken symmetry,
the time-dependent GL approach provides a framework
for interpreting the coupling term as a positive interaction

© 2013 American Physical Society


http://dx.doi.org/10.1103/PhysRevLett.110.107003

PRL 110, 107003 (2013)

PHYSICAL REVIEW LETTERS

week ending
8 MARCH 2013

S R = Y
0 .2 _ 2 3 2 2
ARR (107 f=10p/em ARR(10% [ =10p/cm

4@ L .(b) 14
m o
g 5L 1 158
g <
5
E 2F . 42 3
> 3]
© —~
3 1F - 413
i = 2

or 1 I; 1 il 1 1 > 1 i

(C) — Adpg 100K (d) |
2+ "

m; —t - ‘ 2 %
g9+ by
14 — =
T 3,
< s

—Adsc 20K -+~ Adypg (x1/2) 100K — -
1 L 1 L Il N N 1 N I N |

0.8 1.2 1.6 0.8 1.2 1.6
Photon Energy (eV) Photon Energy (eV)

N

s - N 0
0 \V\JW\I"J —Adpg 20K |

1.0F T T T T T T

3 @ et B i
£ 0.8 *+ 1Eo(ev)1 ! ) + + Jdos g\
Il -7 - . 4 .

% 0.6 o ~10 T T #+++ + -0.6 (,?D
£ 04 * 2 | - g
s : ,f‘ E 0 7&5&%@— - ‘ 404
Zo2f s 2 ok fl Ihe 4023
< 0.0t 1 1 1 le 1 1 1 1 40.0

0 200 400 600 8200 1000 0
Fluence (uJ/cm”)

100 200 300 2400 500
Fluence (uJ/cm”)

FIG. 1 (color online). Time-energy matrices of reflectivity
variations at 100 K (a) and 20 K (b) at low fluence
(10 wJ/cm?) on underdoped Bi,Sr,Cag gy Y 0sCuyOg45. The
data are shown in false color scale. (c), (d) Spectral traces of
the SVD components at 100 K and 20 K, respectively. The insets
show the spectrotemporal matrix of the component with the
same scale used in (a) and (b). (e), (f) Fluence dependence of
the PG and SC components, respectively, measured at fixed
probe energies (see text). Each experimental point is normalized
to the high fluence limit. The dotted lines are fits with a nonlinear
function [24] exhibiting exponential suppression at low fluence
(e) and saturation at high fluence (e and f) of the form x 1 —
e /T with fPG ~ 400 wJ/cm? and f3$ ~ 100 wJ/cm?. The
SC component around 1.1 eV is shown in the inset of (e).

between order parameters in the GL expansion of the free
energy. Quantitive estimations suggest that the interaction
is weak enough for allowing the coexistence of the two
competing phases. This experiment represents a bench-
mark for the recent developments of theoretical nonequi-
librium methods beyond quasiequilibrium approximations,
where the interplay between superconductivity and pseu-
dogap might arise at the quantum level [22].

The dynamics of the nonequilibrium optical response is
probed by combining the supercontinuum light generation
and detection in the 1.1-2 eV spectral region using a
photonic crystal fiber (setup described in Ref. [23]) and
an optical parametric amplifier (OPA) with output in the
0.5-1.1 eV range [24]. The experiments are performed on
high-quality underdoped Bi,Sr,Cag ¢, Y(,03Cu,Og+ 5 single
crystals (T, = 85 K). The sample growth and annealing
methods are the same as previously reported [19,25].

Figures 1(a) and 1(b) show the transient perturbations of
the reflectivity as a function of both time delay and probe
photon energy as measured for the PG and SC phases,
respectively. The experiment is performed at low fluence
(10 wJ/cm?), where the AR/R signal is roughly propor-
tional to the perturbation of the order parameters
[17,18,21]. The 2D matrices, AR/R(E,t), have been
decomposed through SVD, i.e., by calculating the corre-
sponding /-rank matrix, >t_; A¢(E)Ay (1), that best
reproduces the experimental data, where A (r) is the
temporal eigenfunction normalized to its maximum and
A ¢, (E) is the spectral eigenfunction, containing informa-
tion about the absolute magnitude of the peak signal at each
energy E [24]. This method, which has been widely applied
in several research areas [26,27], yields both energy- and
time-domain information and allows the identification of
a minimal number of spectrotemporal components that
reproduce a set of data [27]. These components are sorted
considering their relative weight, with the first component
generally accounting for ~80% of the signal and the second
for ~10%. Higher-order components generally represent
the experimental noise. In fact, the first component alone
gives a fair and almost noise-free representation of the
experimental data [see insets of Figs. 1(c) and 1(d)].

The spectral eigenfunction of the first component obtained
in the PG phase (T = 100 K) peaks at about 1.2 eV and
becomes negative at photon energies higher than 1.4 eV
[Fig. 1(c)]. The second component obtained in the PG phase
is the remnant normal state signal observed at room tem-
perature [28] and is not relevant in this work. Below T, the
energy-time response changes dramatically with the appear-
ance of a new first component, exhibiting a large positive
plateau above 1.2 eV and a sign change below 1.1 eV
[Fig. 1(d), T =20 K]. This first component originates
from photoexcitations across the SC gap causing the transfer
of spectral weight in the interband spectral region [19].

In the SC phase the second component of the SVD
becomes significant. Remarkably this component exhibits
the same spectral shape of the PG signal at 100 K, but with
half the amplitude at the same pump fluence [Fig. 1(d)].
Further details can be obtained by considering the probe
photon energy at which the SC component has a node
[1.08 eV, see inset of Fig. 1(e)], and hence the AR/R
signal is dominated by the PG signal. The fluence depen-
dence at this probe photon energy [Fig. 1(e)] exhibits a
saturation threshold (f, ~ 400 wJ/cm?) similar to the
one measured at 100 K, and clearly different from the
saturation fluence observed at 0.5 eV [~100 uJ/cm?;
see Fig. 1(f)], where instead the SC component is maximal.

These results are consistent with a scenario in which the
PG and SC phases coexist below T,. and compete in the
absorption of the pump photon energy. In previous time-
resolved single-color experiments at 800 nm (1.5 eV) the
residual PG phase component below 7, was hidden by
the large SC phase response [21]. These results, while
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FIG. 2 (color online). Temporal traces, A (t), of the first
two SVD components obtained at 7 = 20 K, (data of Fig. 1)
and the fit to the set of coupled differential equations, Eq. (1).
The PG component at 100 K is shown for comparison.
As a reference, the insets on the right side show the spectro-
temporal matrices of each component with the same scale as in
Figs. 1(a) and 1(b).

confirming previous studies that report the coexistence of
two dynamics below T, [16], allow for the first time the
unambiguous and precise measurement of both i,(¢) dy-
namics by recognizing their spectrotemporal fingerprints
with no a priori assumptions.

The results concerning the nonequilibrium dynamics
of PG and SC components are shown in Fig. 2. The PG
recovery dynamics drastically changes below 7, and
exhibits a ~2 times faster initial decay time and a change
of sign after ~500 fs. Because of this sign change, such
dynamics cannot represent a simple quasiparticle density
relaxation process. The dynamics of both components can
be reproduced by a set of coupled differential equations

d (AlﬂSC) _ (Isc(l)> B (Tu] Lty )( A‘r/fsc) 1
dt\ Apg Ipg (1) ! ' J\A¢ps
where I(7) and Ipg(7) are the external perturbations in-
duced by the pump pulse, and 7, Ty, 712, Tp; represent
the diagonal and mixed relaxation terms for the SC (1) and
the PG (2) components. The amplitude of the initial per-
turbations A ¢, (¢ = 0) can be fixed by considering that the
condition of A ¢, (t = 0) = 1isreached at the saturation in
the high fluence limit [Figs. 1(e) and 1(f)], i.e., when the
photo-induced vaporization of the ordered phase occurs
[21]. The nonequilibrium dynamics of both SC and PG can
be simultaneously reproduced by Eq. (1) (Fig. 2). The 75,
value obtained at 20 K is substantially lower than 7,, at
100 K (decreasing from about ~0.5 ps to ~0.2 ps) and a
nonzero mixed term, 7,; ~ 17 ps, is found. On the other
hand 7, has a negligible effect on the dynamics since the
PG component is perturbed one order of magnitude less
than the SC component.

The detailed temperature dependence of the PG compo-
nent dynamics can be measured at 1.08 eV (Fig. 3), where
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FIG. 3 (color online). (a) Transient reflectivity variation of the
PG component measured at 1.08 eV photon energy and pump
fluence of ~50 uJ/cm? as a function of temperature. Black
solid lines are fits to Eq. (1). (b) Temperature dependence of SC
and PG components normalized to the maximal value in the
20-250 K temperature range. (c) Temperature dependence of the
initial decay time of the PG component. Empty circles, squares,
and triangles are data taken at a single photon energy; full circles
are obtained through SVD analysis of the full spectrum. To
improve the signal-to-noise ratio in these low-fluence measure-
ments the PG component is measured at 1.08 eV below T, and at
1.55 eV above. For the same reason the SC component is
measured at 1.55 eV instead of 0.5 eV, as the PG signal remains
negligible also at this photon energy in the low-fluence limit.
Dashed lines are guides to the eye.

the highest contrast is obtained over the SC component, as
previously discussed. The absence of a long decay signal
(for ¢t >5 ps) further confirms that the SC component
remains negligible up to 7. The initial relative perturba-
tion of both PG and SC components is shown in Fig. 3(b)
as a function of temperature. The trend of the perturbation
amplitude of the SC phase is related to the temperature
dependence of the equilibrium SC order parameter [21].
Instead the suppression of the PG is inversely proportional
to the SC order parameter, with a sharp transition at 7.
A similar transition can be observed in the initial relaxation
time scale, which becomes ~2 times faster just below T
[Fig. 3(c)] and below the critical fluence, f5$ [24], i.e.,
when the SC state is nonthermally quenched [21]. Because
the nonthermal quenching of the SC phase is driven on a
time scale faster than the lattice heating, this result dem-
onstrates that the observed changes in the PG dynamics are
a genuine result of the interplay between the PG and SC
phases without any role played by the lattice temperature.
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In summary, the main changes to the PG component
dynamics that sharply occur once the SC phase sets in are
(i) the perturbation decreases by about a factor of 2 at
constant pump fluence (10 wJ/cm?); (ii) the initial relaxa-
tion dynamics proceed about 2 times faster; (iii) a slightly
negative variation is observed after about 0.5 ps.

These results can be consistently interpreted within a
two-component time-dependent GL. model, under the as-
sumption that the PG regime is a genuine phase with a
broken symmetry [5,29,30]. In fact, an increasing number
of experiments suggest the presence of an order parameter
in the PG phase, i.e., below T* [31,32]. Remarkably the
onset temperature of the PG component measured in this
work [Fig. 3(b)] exactly coincides with the 7" reported on
similar samples [32]. The nature of this order parameter is
still under debate, and the discussion will be kept at the
most general level, considering the only assumption that
sc and ¢ pg are two complex order parameters that break
different symmetries. In this case the lowest-order
symmetry-allowed GL functional is [8,30]

F = asclpscl® + Bsclscl* + apglpsl?
+ Brcl¥pcl* + Wlscl?lgpsl? ()

where the GL expansion is up to quartic order, with «;, and
B as expansion coefficients, and the interaction term
couples the squares of the order parameters, with sign
and strength determined by W. The kinetic equation for
each order parameter can be obtained through the relation
di/dt = —ydF/ay*, where vy is a constant Kinetic co-
efficient [33]. Following Ref. [34] this expression can be
linearized for small perturbations of the PG and SC order
parameter amplitudes, yielding a set of differential equa-
tions of the same form as Eq. (1), which reproduce the data
reported in this Letter [24].

This simple model is not comprehensive [34,35], but it
captures the main physics of the coupling between the two
relaxation dynamics. The mixed term contains some cru-
cial information, as its sign directly derives from W. A
positive mixed term implies a repulsive coupling W, and in
turn a competition between order parameters. Fig. 4 shows
the nonequilibrium PG phase dynamics predicted by the
time-dependent GL model for three different couplings W.
The results reported here clearly correspond to the repul-
sive, W > 0, case.

To obtain a quantitative estimate of the strength of the
coupling it is possible to calculate the dimensionless ratio

T2 _ W Jascapg — O(W) 3)
T 2BscBrc —asc — O(W)

where the terms of higher order, O(W), can be neglected
for small W. By considering the experimental values of 7,,
and 7,; and by using the parametrization reported in

Ref. [9], it is possible to estimate the ratio W//Bgc Bpg ~
1072, A ratio smaller than 1 indicates that phase
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FIG. 4 (color online). (a) Dynamics of the PG order parameter
obtained from the time-dependent GL model (see text) for the
case of three different couplings, repulsive (W > 0), attractive
(W <0), and no interaction (W = 0). The repulsive (W < 0)
case best reproduces the experimental data (Figs. 2 and 3).
(b) Schematic representation of the order parameter dynamics
after photoexcitation. The height of the left, brown (right, green)
symbols indicates the amplitude of the PG (SC) order parameter.
Due to the different relaxation time scales, after ~2 ps (lower
panel) only the PG order parameter is close to the equilibrium
value and exhibits a small enhancement due to the repulsive
interaction with the SC order parameter.

competition is weak enough to allow the coexistence of
PG and SC phases [8], therefore rationalizing the apparent
dichotomy of coexistence and competition reported in the
literature [10,12,15].

In conclusion, ultrafast broadband transient reflec-
tivity experiments allow us to identify and measure the
dynamics of PG and SC phases in underdoped
Bi,Sr,Cag 9, Y, 03Cu, 0545 single crystals (7. = 85 K),
by disentangling their spectrotemporal signatures in the
out-of-equilibrium reflectivity data. The results prove the
existence of a coupled dynamics for the PG and for the SC
order parameter. The data, interpreted within a time-
dependent GL approach under the assumption that the
PG phase has a broken symmetry, suggest a weak positive
interaction between the order parameters, leading to the
coexistence of the two competing phases. The ability to
quantitatively estimate these coupling parameters paves
the way for further applications of ultrafast broadband
reflectivity to a variety of complex systems characterized
by interacting, yet coexisting phases [2-4,6,7].
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