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The inhomogeneous phase, which usually exists in graphene oxides (GOs), is a long-standing problem

that has severely restricted the use of GOs in various applications. By using first-principles based cluster

expansion, we find that the existence of phase separation in conventional GOs is due to the extremely

strong attractive interactions of oxygen atoms at different graphene sides. Our Monte Carlo simulations

show that this kind of phase separation is not avoidable under the current experimental growth

temperature. In this Letter, the idea of oxidizing graphene on a single side is proposed to eliminate the

strong double-side oxygen attractions, and our calculations show that well-ordered GOs could be obtained

at low oxygen concentrations. These ordered GOs behave as quasi-one-dimensional narrow-gap semi-

conductors with quite small electron effective masses, which can be useful in high-speed electronics. Our

concept could be widely applied to overcome the phase inhomogeneity in various chemically function-

alized two-dimensional systems.
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The prospects of graphene electronics have stimulated
extensive studies in recent years, mostly because of the
extremely high carrier mobility in graphene [1]. However,
many emerging applications, e.g., transistors and photo-
voltaics, require a semiconducting material. Therefore,
much effort has been devoted to induce an energy gap in
graphene-based materials [2–9]. It has been demonstrated
that an energy band gap can be achieved through either
quantum confinement [3,4] or chemical functionalization
[5–9]. Compared to nanopatterning of graphene, chemical
functionalization of graphene is easier to scale up in pro-
duction. As a precursor to chemically modified graphenes,
graphene oxides (GOs), which were first discovered in an
experiment by Benjamin Brodie almost 150 years ago [10],
have recently been extensively revisited owing to their
tunable electronic, mechanical, and optoelectronic proper-
ties depending on the degree of oxidation [6,8,9,11–13].

Unfortunately, almost all the GOs obtained in the current
experiments exhibit some degree of inhomogeneity, with
nonuniform band gap and low carrier mobility [6,8,9] (e.g.,
2–200 cm2 V�1 S in thermally reduced GOs [14] com-
pared to the typical value of 200 000 cm2 V�1 S in sus-
pended graphene [1]). These poor electronic properties
caused by an inhomogeneous phase make GO an unappeal-
ing candidate for high-quality electronics. As a result,
although it was discovered over one century ago [10],
GO itself has quite limited applications and is most often
modified by chemical or thermal treatments with the goal
of removing oxygen groups from GO surfaces and produc-
ing graphene [15]. In order to utilize GO in modern elec-
tronics, it is therefore important to understand several
fundamental issues in this system: why does the inhomo-
geneous phase generally exist in GOs, and is it possible to

achieve uniform ordered GOs under some special
conditions?
Although extensive experimental [6,9,15,16] and theo-

retical studies [11–13,17–19] have been carried out to
understand the structures of GOs, these fundamental issues
are still not clear. In this Letter, by employing first-
principles based cluster expansion (CE) and Monte Carlo
(MC) simulations, we have elucidated the physical origin
of the inhomogeneous phase in GO structures as being due
to the extremely strong attractive interactions of oxygen
atoms at the different sides of graphene, which gives rise to
the clustering of oxygen atoms (i.e., phase separation) at
reduced oxygen concentrations. The calculated phase dia-
gram shows that it is impossible to overcome the phase
separation at reduced oxygen concentrations at the normal
experimental temperature (usually less than 2000 K) for
the synthesis of well-ordered partially oxidized GOs. To
overcome this problem, the concept of oxidizing graphene
on a single side is proposed to remove the strong double-
side oxygen attractions, which may be achieved by oxidiz-
ing epitaxial graphene on certain inert substrates. Five
well-ordered, narrow-gap single-sided GOs (SSGOs)
with small electron effective masses are discovered at
low oxygen concentrations, which are suitable for various
applications. Generally, homogeneous SSGOs at low oxy-
gen concentrations can be achieved at a temperature
around 1250 K, which is significantly lower than the
conventional (double-sided) GOs and could be realized
under the current experimental conditions.
Experimental measurements have confirmed that GOs

obtained from the commonly used Hummers method con-
tains oxygen mainly in the form of epoxy (i.e., the bridge
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site oxygen) as well as hydroxyl (i.e., -OH) groups
[6,8,9,15]. However, the hydroxyl groups are less stable,
and so, after annealing to produce the thermally reduced
GOs, most of the hydroxyl groups are removed and the
epoxy groups play the dominant role in GOs [20].
Moreover, recent experimental progress also shows that it
is possible to produce GOs with only epoxy groups [20,21],
e.g., by using atomic oxygen as dopant [21]. Therefore, in
this study, we will focus on GOs with only epoxy groups.
Theoretically, GOs are usually evaluated by first-principles
methods only for specific structures with certain oxygen
concentrations [11–13,18,19]. Apparently, a full under-
standing of the energy and structure relationships of GOs
should consider a very large number of possible configu-
rations, but direct exploration of this large configuration
space using ab initio methods is not practical. Here, we
study the structural diversity and stability of GOs using a
first-principles based CE method commonly used for
alloys [22]. For GOs with only epoxy groups, the two
spin variables in the CE model are oxygen or vacancy
occupying the bridge site in these pseudoalloy GOs.

The basic idea of CE is to expand the energies of a GO
configuration into energy contributions of cluster figures
(single atoms, pairs, triples, etc.) based on a generalized
Ising Hamiltonian [22]:

Eð�Þ ¼ J0 þ
X

i

JiŜið�Þ þ
X

j<i

JijŜið�ÞŜjð�Þ

þ X

k<j<i

JijkŜið�ÞŜjð�ÞŜkð�Þ þ � � � ; (1)

The index i, j, and k run over all bridge sites, and Smð�Þ is
þ1 when it is occupied by oxygen and �1 if it is not. The
first two terms on the right-hand side of Eq. (1) define the
linear dependence of the energy of the alloys as a function
of the alloy composition x, while the third and fourth terms
contain all pair and three-body interactions, respectively,
etc. Every cluster figure is associated with a coefficient J�,
that gives the energy contribution of the specific cluster
figure and is called the effective cluster interaction. In
principal, the CE is able to represent any GO alloy energy
Eð�Þ by an appropriate selection of the values of J�. The
unknown J� can be determined by fitting them to the
energies of some selected configurations obtained through
ab initio calculations, as implemented in ATAT code [23].
As the measure of CE quality, the cross-validation (CV)
score obtained by a least-squares fit to ab initio energies is
adopted.

To calculate the phase diagram of GOs, MC simulations,
which sample a semi-grand-canonical ensemble, are carried
out in which the energetics of the GO alloys are specified by
the CE Hamiltonian. In this ensemble, the energy and
concentration of an alloy with a fixed total number of active
atoms (i.e., oxygen and vacancy) are allowed to fluctuate
while temperature and chemical potentials are externally
imposed. The simulation box contains 50� 50 graphene
unit cells, which is proved to be large enough to avoid the
size effect. The phase boundary tracking method [24] is
used to determine the equilibration and average times for

the given precision on the average concentration of the
alloy. Lattice vibrational energy within the framework of
harmonic approximation is also taken into account [25],
which is useful to obtain improved phase diagrams.
All first-principles calculations are performed with the

VASP package [26] using the projector augmented wave

method in conjunction with the spin-polarized local-
density approximation to the electron exchange and corre-
lation. The kinetic energy cutoff for the plane wave basis is
set to 550 eV. All GO geometries are represented by super-
cells with a 20 Å vacuum region in the normal direction.
�-centered k-point mesh is carried out over the Brillouin
zone for all the structures, ensuring approximately the
same k-point density among different-sized supercells.
All the structures are fully relaxed until the force on each

atom is less than 0:01 eV= �A. The band structure calcula-
tions are carried out by hybrid functional calculations [27],
which can describe the electronic structure better than local
density approximation.
The traditional route to produce GO involves several

steps: oxidation of graphite using the Hummers method
[6,8,9,15] and then exfoliation of GO layers by chemical
methods. After this kind of treatment, both sides of gra-
phene are oxidized. The ratio ofO=C has a maximum value
of 1 and can be reduced by thermal reduction to desired
values [6,8,9,15]. In our calculations, the formation energy
(Ef) of oxygen adsorption is defined as

Ef ¼ EðCOxÞ ��C � x�O (2)

where �C is set to be the energy of graphene per C atom.
The relative stability between various GOs is independent
of the particular choice of �O. Our preliminary calcula-
tions show that two oxygen atoms occupying two neigh-
boring bridge sites are quite unstable with very high
energy, agreeing with previous results [11–13,18,19];
thus these kinds of structures are excluded in our CE
calculations. Here the Ef of selected 120 COx structures,

containing at most 32 atoms in each unit cell, are calcu-
lated using ab initiomethods with the maximum O=C ratio
of 1, as shown in Fig. 1(a). In the ground state of CO1,
epoxy pair chains are aligned along a zigzag direction and
the C-C bonds under epoxy pairs are broken [17,20].
Compared with graphene (D6h symmetry), the magnitude
of the lattice vectors of CO1 (D2h symmetry) is increased
from 2.46 to 3.02 Å and the angle between them is 129.5�
versus the 120� of an ideal hexagonal lattice.
These J� values defining the CE are obtained by fitting

to the density functional theory energies of those selected
GO structures, and the CE with the lowest CV score of
18 meV=atom contains 26 J� up to four-point clusters, as
shown in Fig. 1(b). Apparently, J� are dominated by
negative values (attractive interactions for oxygen atoms)
and the strengths of negative J� are significantly larger
than those of positive ones (repulsive interactions for oxy-
gen atoms). Interestingly, we find that these negative J� are
largely (�60%) contributed by the interactions of
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oxygen atoms at the different graphene sides. For example,
the two largest negative J� values for pairs [marked as A
and B in Fig. 1(b)] are contributed by the interactions
between the nearest and third-nearest oxygen atom pairs
at different sides, while the largest negative J� for triple
cluster oxygen interaction [marked as C in Fig. 1(b)] is a
combination of A and B, as shown in Fig. 1(c). Clearly, this
kind of extremely strong oxygen attractions prefer to form
the CO1 pattern locally. The constructed CE are then
used to calculate the Ef of all enumerated symmetry-

inequivalent structures (�25000) up to 32 atoms=cell,
and the results are shown in Fig. 1(a). Overall, we find
that there are no intermediate ground states for 0< x < 1,
which is consistent with the dominant negative values of J�
for short-range pairs and strongly indicates that the ground
states of COx (x < 1) will separate into a graphene phase
and a CO1 phase. As the typical values of x in COx in the
current experiments are usually smaller than 0.5, we can
understand that inhomogeneous phase generally exists in
almost all the GO samples. Our calculations explain quite
well the recent experimental discovery that thermally
reduced GO is separated into unoxidized graphene regions
and high-oxidized GO regions that have a quasihexagonal
unit cell with an unusually high 1:1 O:C ratio [20].

One may expect to enhance the solubility of GO alloys
at high growth temperature, which is proved to be a very

successful idea in the growth of many conventional alloys
like III nitrides [28,29] and CuðIn;GaÞSe2 solar materials
[30]. In order to investigate this possibility, the phase
diagram for graphene COx (0< x � 1) is calculated by
MC simulations, as shown in Fig. 1(c). We find that the
miscibility temperature of GO even at quite low oxygen
concentration (x � 0:05) is around 4000 K, which is rather
high and close to the melting point of graphite [31]. The
calculated phase diagram clearly demonstrates that it is
impossible to get homogeneous GOs by the conventional
Hummers methods under the typical temperature for pre-
paring thermally reduced GOs [6,8,9,15,20,21].
Because the origin of phase separation in GOs is due to

the dominated attractive oxygen interactions at different
graphene sides, in order to get more uniform ordered GO
structures at low oxygen concentrations one must find a
way to reduce the strength of double-side oxygen attrac-
tions. Here we suggest that well-ordered uniform GOs can
be achieved by restricting the growth conditions [e.g.,
oxidizing graphene on a single side of the graphene (i.e.,
forming SSGOs) rather than forming conventional double-
sided GOs to minimize this kind of double-side oxygen
attraction], which may be achieved by oxidizing graphene
on some inert substrates (such as SiO2). For the high-
oxidized SSGOs, our calculations show that it is unlikely
to find a SSGO structure with O=C � 0:5 that has a lower
Ef than that of CO0:5 shown in Fig. 2(a). In the structure of

CO0:5 (C2v symmetry), epoxy chains are aligned along a
zigzag direction and the C-C bonds under the epoxy group
are enlarged from 1.42 to 1.50 Å but without bond break-
ing. Compared with the CO1 phase, the magnitude of
lattice vectors of CO0:5 is decreased to 2.63 Å.
The Ef of 160 selected SSGO structures, containing at

most 48 atoms in each unit cell, with different x, are
calculated, and these selected structures can reach a good
CV score of 16 meV=atom including 40 J� up to four-
point clusters. After fitting from CE, we find that the
significant difference between the SSGOs and double-
sided GOs is that the quantity and strengths of positive
J� are comparable to the negative ones, as shown in
Fig. 2(b), which indicates that cluster repulsion plays an
important role at certain oxygen-oxygen distances and
could result in ordered structures (See Supplemental
Material for some examples of cluster figures associated
with the corresponding J� [32]). The constructed CE
are carried out to calculate the Ef of all enumerated

symmetry-inequivalent configurations (�17 000) for these
structures, and the results are shown in Fig. 2(a). As we
expected, five well-ordered SSGOs exist with certain stoi-
chiometry, i.e., C20O1, C18O2, C8O1, C22O3, and C14O2.
The ground-state checking is carried out over the whole x
range, and the CE is consistent with the density functional
theory-ground-state line. Our result also offers a possible
explanation for the very recent experimental observation
that homogeneous GOs likely exist when oxidized epitax-
ial graphene grows on a SiC substrate, but the physical
origin is not clear in that experiment [21].

FIG. 1 (color online). (a) The calculated formation energies Ef

of COx (with respect to graphene and CO1) along with the
corresponding CE fits as a function of oxygen concentration x
in the GO system. The Ef of 25000 symmetry-inequivalent

structures calculated from CE are also plotted here. Inset: the
structure of CO1. (b) Effective cluster interactions J� as a function
of cluster diameter, fitted with CE (the empty and point clusters
are excluded). (c) The cluster figures associated with the two
largest negative J� values for pairs [marked as A and B in (b)] and
the largest negative J� value for triple cluster [marked as C in (b)]
are shown as different colors. (d) The MC-calculated phase
diagram in COx alloys. The area of phase separation in this phase
diagram is also shaded blue.
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It is also important to understand the completemiscibility
at the whole oxygen range for SSGO systems, which can
provide some guidelines for the synthesis of homogeneous
SSGOs in practice. The MC-simulated phase boundary
between each two neighboring ground states is shown in
Fig. 2(c). Differing from that of double-sided GOs, the
temperature for complete miscibility in SSGOs is signifi-
cantly lower, partially because the oxygen-oxygen binding
becomes weaker. One interesting point is that under 0 �
x � 0:11 and 1100 K � T � 1250 K, the SSGOs will
separate into graphene and C8O1 phases (magenta area)
rather thanC20O1 (yellow area) orC18O2 (blue area) phases.
If we consider the current experimental temperature on
preparing the thermally reduced GO (less than 2000 K),
the homogeneous SSGOs with 0 � x � 0:15 and 0:36 �
x � 0:50 can be achieved, which is a significant improve-
ment compared to that of double-sided GOs [Fig. 1(c)].

In the following, wewill pay our attention to the structure
and electronic properties of these discovered SSGO ground
states. One common characteristic of these ground states is
the epoxy chains lining up along the zigzag edge (Y axis)
direction that are separated by graphene nanoribbons peri-
odically along the armchair (X axis) direction, as shown in
Fig. 3(a). The C-O bond length is 1.33 Å and theffCOC is
143.8� in all these structures. The C-O bond type is between
sp2 and sp3 (close to sp2), resulting in small ripples in theZ
direction. We can simply distinguish these five ground
SSGO states by the widths of the separated graphene nano-
ribbons w (i.e., the numbers of carbon rows along the X
direction), as shown in Figs. 3(a) and 3(b). For example, the
structure of C8O1 is shown in Fig. 3(a), including one

graphene nanoribbon with w ¼ 8 (see Supplemental
Material for more details on the analysis of these structures
[32]). These ground states presented in Fig. 3(b) have the
same C2v symmetry and similar band structure but with
slightly different band gaps that range from 0.46 to 0.68 eV,
dependent on thewidth of the nanoribbons. Generally, band
gaps of these SSGOs are inversely proportional to thewidth
of graphene nanoribbions, which is similar to the results
obtained by Xu et al. [33] based on some similar but
artificially constructed GO structures. Because of the simi-
lar structural characters of these ground states, it is expected
that other homogenous SSGOs (0< x � 0:15) made of
these ground states (produced by high temperature) will
have a similar band gap around 0.5 eV. There are some
interesting electronic characteristics of these band struc-
tures, as shown in Fig. 3(c) for the example of C14O2.
Because of the quantum confinement effect induced by
the epoxy chains along the X direction, the electronic
properties of the C14O2 behave as one-dimensional gra-
phene nanoribbons; i.e., the carriers transport along the Y
direction. The calculated electron effective mass around the
band gap is�0:06 me, strongly indicating that, beyond the
conventional GOs, these SSGOs may be quite useful in
quasi-one-dimensional high-mobility electronics.
It is also necessary to examine whether those CE-

discovered SSGO ground states are thermally stable for
experimental fabrication. In order to explore this aspect,
takingC8O1 as an example, a large supercell with 144 atoms
is built and first-principles molecular dynamic simulations
are performed with a Nose-Hoover thermostat at 1500 K
(see Supplemental Material for the simulations on other

FIG. 2 (color online). (a) The calculated formation energies Ef of COx (with respect to graphene and CO0:5) along with the
corresponding CE fits as a function of oxygen concentration x in SSGO system. The Ef of �17 000 symmetry-inequivalent structures

calculated from CE are also plotted here. The structure of CO0:5 is shown in the inset. (b) Effective cluster interactions J� as a function
of cluster diameter, fitted with CE. (c) The MC-calculated phase diagram in COx alloys. The areas of phase separation between each
two neighboring ground states in this phase diagram are also highlighted as different colors.

FIG. 3 (color online). (a) The opti-
mized structure of C8O1, which is one of
the ground states of SSGOs. (b) Schematic
drawing of the arrangement of the epoxy
chain and graphene nanoribbon parts in
these five ground states, i.e., C20O1,
C18O2, C8O1, C22O3, and C14O2. The
primitive cell is enclosed by the rectangu-
lar line. (c) The calculated band structure
for C14O2. The Fermi level is set to zero.
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ground states and the substrate effect [32]). Figure 4 shows
the fluctuation of total energy as a function of simulation
time. After 20 ps, we find no structural destruction of the
C8O1 layer, except that the large thermal fluctuations in-
duced a rippled structure (the ripple amplitude is around
2.5 Å in theZ direction), as shown in Figure 4. This strongly
indicates that the sp2-like bonding between oxygen and
carbon atoms is quite stable even under high temperature.

In summary, by employing first-principles based cluster
expansion andMonte Carlo simulations, we have addressed
the physical origin of the observed inhomogeneous phases
inGO samples,which has hindered the potential application
of GOs. To overcome this problem and achieve uniform
GOs, we proposed oxidizing graphene only on a single side.
Using a cluster expansion approach, several well-ordered,
narrow-gap GOs with small electron effective masses are
discovered at low oxygen concentrations, which are suit-
able for various electronic applications. Our idea could go
beyond the discussed GO case and be widely applied to
overcome the phase inhomogeneity in various chemically
modified two-dimensional systems.
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