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The quantum Hall state at total filling factor �T ¼ 1 in bilayer systems realizes an exciton condensate

and exhibits a zero-bias tunneling anomaly, similar to the Josephson effect in the presence of fluctuations.

In contrast to conventional Josephson junctions, no Fraunhofer diffraction pattern has been observed,

due to disorder induced topological defects, so-called merons. We consider interlayer tunneling in the

presence of microwave radiation, and predict Shapiro steps in the tunneling current-voltage characteristic

despite the presence of merons. Moreover, the Josephson oscillations can also be observed as resonant

features in the microwave dynamical conductance.
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Quantum Hall (QH) systems are an ideal platform to
study the rich diversity of exotic effects induced by
Coulomb interactions [1,2]. One state of particular interest
is an exciton condensate occurring in QH bilayers at the
total filling factor �T ¼ 1=2þ 1=2 ¼ 1 [1–24]. Recently,
there has been growing interest in similar exciton conden-
sate states in bilayer graphene [25,26] and topological
insulator thin films [27], and in this Letter the QH bilayer
state serves as a prototype system for exciton condensates
with interesting topological excitations. Although the exci-
tons are charge neutral, the bilayer nature of these states
allows remarkable electronic properties such as almost
dissipationless counterflow currents, strong enhancement
of the tunneling conductance due to the Josephson effect,
and a quantized Hall drag resistance [1–13], which have
been observed experimentally [14–24].

The macroscopic phase coherence in Josephson
junctions (JJs) was originally confirmed by measuring
the dependence of the tunneling current on magnetic
field [28] and microwave radiation [29]. In the first type
of experiment, oscillations of the critical current were
observed as a function of the magnetic flux � applied
across the junction. Because of the spatial coherence of
the superconductors, the tunneling current vanishes for an
integer number of superconducting flux quanta h=2e in the
junction, in analogy to the Fraunhofer diffraction pattern
of light. On the other hand, the application of microwave
radiation allows the observation of the ac Josephson effect.
Namely, when the phase difference between the two super-
conductors oscillates both at the Josephson frequency
2eVdc=@ determined by the dc voltage and at the micro-
wave frequency !, steps arise in the current-voltage (I-V)
characteristic whenever 2eVdc ¼ n@! (n ¼ 0; 1; 2; . . . ).
In this Letter, we show that in QH bilayers the Fraunhofer
pattern is typically not observable due to a spatial random-
ization of the phase, but Shapiro steps are still expected
when the correlation time is longer than the microwave
period. Shapiro steps are more robust because they test

extended correlations in time but do not depend on a spatial
regularity of the condensate phase.
In QH exciton condensates, a weak tunnel coupling

between the layers gives rise to Josephson-like effects
[6], with the Cooper pair charge 2e replaced by the electron
charge e. However, the QH exciton condensate supports
exotic topological excitations, so-called merons. They are
vortices of the order parameter field and carry a charge
�e=2 localized in one of the layers [1,2,5]. Because they
are charged, merons can be nucleated by a disorder poten-
tial, and thus give rise to a correlation length � for the
condensate phase, determined by the average distance
between merons. Small domains of characteristic size �2

act as individual JJs, well coupled to each other by counter-
flow currents. As the size of these domains varies ran-
domly, averaging over it ‘‘washes away’’ the Fraunhofer
diffraction pattern [9,17] and gives rise to a smooth decay
of the tunneling current with the in-plane magnetic field
[see Fig. 1(c) inset]. Based on this result one might expect
that merons also destroy the Shapiro steps in QH bilayers.
We address this question by studying the dynamics of a QH
exciton condensate in the presence of microwave radiation.
We find that Shapiro steps in the I-V characteristic are
present at dc voltages

eVdc ¼ n@!; ðn ¼ 0; 1; 2; . . .Þ; (1)

despite the presence of the merons. Such steps were quali-
tatively anticipated in Ref. [7]. Here, we give a compre-
hensive description of the microwave response of exciton
condensates by (i) quantitatively analyzing the dependence
of Shapiro steps on microwave power, dissipation strength,
and in-plane magnetic field, (ii) using a realistic parame-
trization to predict that Shapiro steps are experimentally
observable despite the absence of a Fraunhofer pattern,
(iii) showing that Josephson oscillations also result in
resonant features in the microwave dynamical conduc-
tance, and lead to regions of absolute negative conductance
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(ANC), and (iv) discussing the fate of Shapiro steps in the
regime of strong tunnel coupling.

We consider tunneling in the coherent phase at �T ¼ 1,
and assume that the real spin is fully polarized. Then,
the low-energy theory can be formulated in terms of a

pseudospin, which describes the which layer quantum
degree of freedom and can also be considered as the
exciton condensate order parameter [1,2,5]. The low-
energy excitations of the system are the pseudospin waves
and the merons. In the absence of tunneling, pseudospin
waves are described by the Hamiltonian density [1,2,5,7]

H ¼ 1

2
�sðr’Þ2 þ ðen0mz=2Þ2

2�
; (2)

where ~m ¼ ðcos’; sin’;mzÞ is the pseudospin vector, �s

the pseudospin stiffness, � the capacitance per area and n0
is the average density. The momentum conjugate to ’ is
� ¼ @n0mz=2. The first term in Eq. (2) arises from the loss
of Coulomb exchange energy if the pseudospin direction
varies in space, and the second term measures the capaci-
tive energy [5,7]. The dispersion relation of pseudospin
waves described by the Hamiltonian (2) is !~k ¼ uk, with

velocity u ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�se

2=�@2
p

.
We consider a homogeneous time-dependent interlayer

voltage VðtÞ. The tunneling energy and current operators

are HT ¼ Tþ þ T� and Î ¼ ieðTþ � T�Þ=@, where

T�ðtÞ ¼ ��SAS

8�l2B
e
�ie

R
t

t0
Vðt0Þdt0=@ Z

d2re�iQBxe�i’�i’m:

Here �SAS is the tunnel coupling between the two layers,

lB ¼ ffiffiffiffiffiffiffiffiffiffiffi
@=eB

p
is the magnetic length, QB ¼ eBjjd=@, Bjj is

the in-plane magnetic field, and d is the separation between
the layers. Merons are included phenomenologically
with the help of the vortex field ’m [7,9,12]. Both counter-
flow and tunneling experiments suggest that fluctuations of
’m are important. We characterize the vortex field fluctua-
tions by a correlation length � and a correlation time �’,

such that he�i’mð ~r1;t1Þe�i’mð~r2;t2Þi ¼ e�j~r1�~r2j=�e�jt1�t2j=�’
and he�i’mð ~r1;t1Þe�i’mð ~r2;t2Þi ¼ 0. These assumptions give
rise to a quantitative agreement between theory and
experiments; see Ref. [9].
Because of the vortex field fluctuations and small tun-

neling amplitude, tunneling acts as a bottleneck in charge
transport, and the time-dependent tunneling current can be
calculated perturbatively using linear response theory

IðtÞ ¼ i

@

Z t

t0

dt0h½HTðt0Þ; ÎðtÞ�i: (3)

The solution for arbitrary time-dependent voltage

VðtÞ ¼ Vdc þ
XN
k¼1

V!k
cosð!ktþ �kÞ (4)

can be computed by exploiting the relation

hei’ð ~r;tÞe�i’ð0;0Þi ¼ e1=2½’ð ~r;tÞ;’ð0;0Þ�e�ð1=2Þhð’ð ~r;tÞ�’ð0;0ÞÞ2i:

In this way, we obtain
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FIG. 1 (color online). (a) The I-V characteristics demonstrat-
ing Shapiro steps at voltages eVdc ¼ n@! (n ¼ 0; 1; 2; . . . ) for
� ¼ 0:01, @!=eV0 ¼ 0:2, QB � eBjjd=@ ¼ 0, and various

� � eV!=@!. (b) Dependence of the I-V characteristics on �
for @!=eV0 ¼ 0:4, � ¼ 1, and QB ¼ 0. For coherence times
�’ ¼ ��1

@=eV0 larger than 2�=!, Shapiro steps are visible.

(c) Suppression of Shapiro steps by an in-plane magnetic field
Bjj for � ¼ 0:01, @!=eV0 ¼ 0:2, and � ¼ 1. Inset: Small-bias

conductance G ¼ Idc=Vdc as a function ofQB� for � ¼ 0:01 and
� ¼ 0 demonstrating the absence of the Fraunhofer pattern.
Here, G0 ¼ I0=V0. (d) Demonstration of absolute negative con-
ductance for � ¼ 0:01, @!=eV0 ¼ 0:3, and � ¼ 2:4. By increas-
ing Bjj, the direction of the current can be reversed. Idc ¼ 0 is

marked with a thin gray line in (a) and (d).
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IðtÞ ¼ X
n1;...;nN

X
m1;...;mN

�YN
k¼1

Jnkð�kÞJnkþmk
ð�kÞ

�

�
�
IS

�
eVdc þ

XN
k¼1

nk@!k

�
cos

�XN
k¼1

mkð!ktþ �kÞ
�

þ KS

�
eVdc þ

XN
k¼1

nk@!k

�
sin

�XN
k¼1

mkð!ktþ �kÞ
��
;

(5)

where JnðxÞ are Bessel functions, the summations are
from �1 to 1 and �k ¼ eV!k

=@!k. Here, ISðeVdcÞ ¼
Im½FSðeVdcÞ� is the static I-V characteristic in the absence
of microwave field [7,9], and KSðeVdcÞ ¼ Re½FSðeVdcÞ� is
the real part of the complex function

FSðeVÞ ¼
Z

dq

�
I0

q� eV=eV0 � i�
þ I0

eV=eV0 þ qþ i�

�

�
Z

dRRe�RJ0ðqRÞJ0ðQB�RÞ: (6)

Here q ¼ k� and R ¼ r=� are momentum and radial

coordinates, I0 ¼ ðe�2L2�2
SASe

�D0=2Þ=ð64�2
@�sl

4
BÞ and

V0 ¼ @u=e� determine the characteristic current and
voltage scales, �ðTÞ ¼ �=u�’ðTÞ is the temperature-

dependent decoherence rate, D0 ¼ @uk0=ð2��sÞ, k0¼
�

ffiffiffi
2

p
=lB (� � 1) is an ultraviolet cutoff momentum, and

L2 is the area of the sample. Because IS and KS are related
to each other by the Kramers-Kronig relations, the
response to an arbitrary ac field is completely determined
by the static I-V characteristic.

The I-V characteristic obtained from Eq. (6) can be used
to describe a large number of experimental observations
[9]. In particular, by fitting �� 100 nm and u� 14 km=s,
the smooth suppression of the conductance peak without
the Fraunhofer oscillations and an appearance of the reso-
nant enhancement of the tunneling current at eVdc ¼ @uQB

in the presence of the in-plane magnetic field can be
quantitatively described. Moreover, the temperature-
dependent decoherence rate �ðTÞ describes the height
and width of the zero-bias conductance peak. The parame-
ters V0 and I0 depend only weakly on temperature, and
have typical values V0 � 100 	V and I0 � 5 pA–1 nA
[9]. The current scale I0 can vary considerably, because
the tunnel coupling �SAS can be experimentally controlled
over a wide range of values 10–100 	K. For temperatures
comparable to the thermal activation gap, the temperature
dependence of � arises mainly due to thermally activated
hopping of the merons. On the other hand, at smaller
temperatures � shows a power-law-like temperature de-
pendence, which could originate from low-energy excita-
tion close the meron cores [10]. At the lowest experimental
temperatures we obtain � � 0:01 [9], which means
that �’ � 1 ns. Therefore we expect interesting features

in the microwave response at GHz frequencies. In the

following we measure the frequency in scaled units as
@!=eV0. A frequency !=2� ¼ 1 GHz corresponds to
@!=eV0 � 0:04.
Equation (5) for the time-dependent current, derived in

this Letter for the bilayer exciton condensates, describes
so-called Tucker relations, which have been considered
earlier in various tunneling systems [30–34]. For slowly
varying voltage, !i�’ 	 1, the tunneling current follows

the instantaneous value of the time-dependent voltage
according to the static I-V characteristic IðtÞ¼ ISðeVðtÞÞ,
but for !i�’ * 1 significant deviations from this relation

can occur. We concentrate on the situation where the
microwave field is monochromatic VðtÞ¼VdcþV!cos!t.
In this case, the dc component Idc and the ac components
Icm, I

s
m of the time-dependent current can be written as

IðtÞ ¼ Idcþ
X1
m¼1

½Icm cosðm!tÞþ Ism sinðm!tÞ�;

Idc ¼
X
n

J2nð�ÞISðeVdcþn@!Þ;

Icm ¼X
n

Jnð�Þ½Jnþmð�Þþ Jn�mð�Þ�ISðeVdcþn@!Þ;

Ism ¼X
n

Jnð�Þ½Jnþmð�Þ� Jn�mð�Þ�KSðeVdcþn@!Þ; (7)

where the summations are from �1 to 1, and � ¼
eV!=@!. Defining the dynamical conductance via
I! ¼ Gð!ÞV!, we can identify Re½Gð!Þ� ¼ Ic1=V!, and
Im½Gð!Þ� ¼ �Is1=V!. Because all the microscopic
parameters are known, we can use Eqs. (7) to calculate
the microwave response of the QH exciton condensates.
Our results for the I-V characteristics and dynamical
conductance for different values of the dissipation strength,
in-plane magnetic field, and the amplitude and frequency
of the microwave field are shown in Figs. 1 and 2. Clear
step-like structures appear in the I-V characteristic if
@!=ð2�eV0Þ>�. Therefore for sufficiently low dissipa-
tion strength � ¼ 0:01, the Shapiro steps can be observed
at GHz frequencies. As can be seen from Eqs. (7) and
Figs. 1(a)–1(c), the Shapiro steps appear at voltages
eVdc ¼ n@! (n ¼ 0; 1; 2; . . . ) and become sharper with
decreasing dissipation strength �, so that in the limit
� ! 0, true steps appear in the I-V characteristic. The
amplitude of the steps oscillates with the strength of the
microwave power as can be seen from Eqs. (7). We find
that at large microwave power, the current can become
negative at positive voltage demonstrating ANC [Figs. 1(a)
and 1(d)]. In particular, for microwave amplitudes around
� � 2:4 [corresponding to J0ð�Þ � 0], the ANC occurs
over a wide range of Vdc [Fig. 1(d)]. These features provide
a clear signature of the ac Josephson effect, and their
observation would help to unambiguously confirm the
existence of an exciton condensate in �T ¼ 1 QH bilayers.
Based on the above calculations, we conclude that Shapiro
steps are a more robust experimental signature of the
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Josephson effects than the Fraunhofer diffraction pattern,
and they can also be observed in the presence of strong
fluctuations of the vortex field.

We have also studied the dependence of the Shapiro
steps and the ANC on the in-plane magnetic field. Once
the magnetic field is strong enough to cause destructive
quantum interference on the length scale �, the height of
Shapiro steps is reduced [Fig. 1(c)], thus strengthening the
interpretation of Shapiro steps as a consequence of
quantum coherence. In the absence of microwaves, the
in-plane magnetic field also gives rise to a resonance at
voltage eVdc ¼ @uQB due to the Goldstone mode, so that
one might expect to see resonant features at voltages
eVdc ¼ @uQB þ n@!. However, these wide resonances
appear in a large range of voltages, and even in the absence
of microwave radiation can be clearly observed only by
studying the second derivative d2I=dV2. On the other hand,
we find that in the ANC parameter regime the wide reso-
nances appearing in the static I-V characteristic in the
presence of the in-plane field can be used to reverse the
direction of the dc current [Fig. 1(d)].

In addition to Shapiro steps, characteristic resonant fea-
tures also appear in the real and imaginary parts of the
microwave dynamical conductance (see Fig. 2), calculated
using Eqs. (7) for different values of the dissipation
strength. As a function of Vdc, the real part of the dynami-
cal conductance shows a dispersive profile around the
resonance eVdc ¼ @!, whereas the imaginary part shows
a peak, when this condition is satisfied. Similarly as in the
case of the I-V characteristic, for stronger amplitudes of
the microwave field replicas of resonant features appear at
voltages eVdc ¼ n@! (n ¼ 0; 1; 2; . . . ).

Finally, we compare the Shapiro steps and the resonant
microwave response in exciton condensates to similar ef-
fects appearing in other tunneling systems. First, it is known
that similar qualitative features, including resonant features
in the I-V characteristic at eVdc ¼ n@!, can occur in
semiconductor heterostructures due to the photon-assisted
tunneling [31–33]. However, important quantitative differ-
ences occur because the resonant features considered in this
work appear due to the collective dynamics of the exciton
condensate. Whereas the effects due to the photon-assisted
transport can typically be seen in a THz frequency range
[33], we predict that in QH exciton condensates the Shapiro
steps exist already at GHz frequencies. Second, we would
like to elaborate on the analogy to the Shapiro steps in JJs.
For JJs it is possible to show rigorously that the I-V char-
acteristic can be calculated using lowest order perturbation
theory in the limit of large fluctuations, whereas the limit of
vanishing fluctuations can be described by means of
perturbation theory to all orders in the tunneling [35,36].
As a function of the decreasing temperature, the I-V
characteristic develops from the perturbative limit with
finite resistance smoothly to the usual Josephson super-
current I-V characteristic with a critical current given
by the Ambegaokar-Baratoff relation [35–37]. It is known
that the microwave response in JJs in the presence of
strong fluctuations is described by the Tucker relations
[38], where the electron charge e is replaced by the
Cooper pair charge 2e. In particular, the Tucker relations
predict that the heights of the Shapiro steps are proportional
to J2nð2eV!=@!Þ. On the other hand, in ideal JJs the I-V
characteristic is described by Werthamer relations [39,40],
where the heights of the Shapiro steps are proportional to
Jnð2eV!=@!Þ. Based on the analysis of the static I-V
characteristic, one expects a smooth transition between
these two regimes as a function of temperature. Our calcu-
lations in QH exciton condensates are in the experimentally
relevant regime where �SAS is small and the fluctuations of
the vortex field are strong, so that the tunneling can be
treated using the perturbation theory [9]. However, the
parameter dependence of the critical tunnel current is
the same as that found in a nonperturbative treatment of
the strong tunneling regime [12]. Based on the analogy to
JJs, we expect that if the temperature is decreased or �SAS

is increased, quantitative differences to our results will
occur. However, similarly as in the case of JJs we may
expect that the results obtained using the perturbation
theory are qualitatively correct in all parameter regimes.
In summary, we have shown that microwave radiation

gives rise to Shapiro steps in the I-V characteristic of QH
bilayers, and we have predicted resonant features in the
microwave dynamical conductance. According to our
theoretical calculations, Shapiro steps are a more robust
experimental signature of Josephson-like dynamics than
the Fraunhofer diffraction pattern, because they do not
depend on the spatial regularity of the condensate phase.

0 0.2 0.4 0.6 0.8
5

0

5

10(a)
=0.01
=0.1
=0.5

0 0.2 0.4 0.6 0.8
20

10

0

10(b)

=0.01
=0.1
=0.5

FIG. 2 (color online). (a) Real and (b) imaginary parts of the
small signal dynamical conductance for @!=eV0 ¼ 0:4 and
different dissipation strengths �. The conductance is given in
units G0 ¼ I0=V0. Re½Gð!Þ� ¼ 0 and Im½Gð!Þ� ¼ 0 are marked
with a thin gray line.
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