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Theoretical calculations of thermal spin transitions in nanoscale clusters on a surface are presented. The

mechanisms for magnetization reversal are identified and the activation energy and pre-exponential factor

for the rate are evaluated using a recently developed harmonic transition state theory and a Heisenberg-type

Hamiltonian. A maximum is found in the pre-exponential factor as a function of cluster size corresponding

to a crossover from a uniform rotationmechanism to temporary domainwall formation. As the islands grow,

the energy barrier increases up to a limit where the domain wall is fully established. For larger islands, the

minimum energy path becomes flat resulting in a significant recrossing correction to the transition state

theory estimate of the rate. The parameters of the Hamiltonian are chosen to mimic Fe clusters on aW(110)

surface, a system that has previously been studied extensively in the laboratory and the calculated results are

found to be in close agreement with the reported measurements.
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The stability of magnetic states with respect to thermal
fluctuations and external perturbations is an important prob-
lem in fundamental studies of magnetism and is of critical
importance in the design of nanoscale recording devices.
The development of scanning tunneling microscopy (STM)
and other microscopic scanning probes has made it possible
to measure with high resolution and even create and control
magnetic structures down to the level of individual spins
[1]. Themagnetic properties of small clusters can be studied
with STM by observation of the Kondo resonance at a
particular atom [2] or via measurement of spin polarized
current which depends on the relative orientation of mag-
netic moments in a magnetic tip and the surface atoms [3].
The lifetime of magnetic states at a given temperature can
be extracted from such measurements and the rate of tran-
sitions thereby determined. Krause et al. [4] studied the
magnetization reversal process in small Fe clusters on a
W(110) surface by spin polarized STM. An Arrhenius
dependence on temperature was observed and the results
were used to determine the activation energy as well as the
pre-exponential factor over a wide range in cluster size and
shape. Even for clusters consisting of only a few tens of
atoms, the thermally activated magnetization reversal was
observed to occur on the time scale of seconds at liquid-
nitrogen temperature. In another recent study [5] of anti-
ferromagnetic chains consisting of a few Fe atoms on a
Cu2N surface, the quantummechanical tunneling as well as
thermally activated transitions were measured at 1–10 K. A
theoretical estimate of the thermal stability of the magneti-
zation of nanoclusters as a function of size and shape could
help in the design of nanoscale devices for data storagewith
unprecedented capacity.

The long life time of the magnetic states of interest
means that transitions between states are rare events on

the time scale of spin oscillations and direct simulations of
the dynamics would require prohibitively long simulations
and large computational effort, analogous to the problem
of simulating atomic scale transitions (see, for example,
Ref. [6]). The separation of time scales, however, makes it
possible to apply statistical approaches. Monte Carlo (MC)
simulations with Metropolis sampling do not provide such
dynamical information, only thermal averages, but transi-
tion state theory (TST) [7], which is based on a statistical
estimate of the probability of reaching a transition state,
can give an estimate of the rate and also reveal the tran-
sition mechanism [6]. A harmonic transition state theory
(HTST) for spin transitions has recently been formulated
[8] and is used here to analyze magnetization reversal in Fe
islands with up to nearly 400 atoms on a W(110) surface,
mimicking the experimental system of Krause et al. [4].
The results provide information about the transition
mechanism as well as quantitative estimates of both the
pre-exponential factor and the activation energy for the
magnetization reversal. An expression for the HTST
approximation to the rate has been derived in Ref. [8].
Here, we only sketch briefly the main ideas of the theory to
state clearly the assumptions it rests on.
A general expression for the rate of escape from an

initial state is [9]

k ¼ h�½fðxÞ�v?ðxÞ�½�ðtÞ�i; (1)

where x represents all dynamical variables in the system,
angular brackets denote the thermal averaging with a
Boltzmann distribution, fðxÞ ¼ 0 defines the dividing sur-
face separating the initial state from the rest of configura-
tion space, v?ðxÞ ¼ rfðxÞ � _x is the projection of the
velocity onto the local normal of the dividing surface.
�½�ðtÞ� is the functional of a full trajectory described by
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�ðtÞ including coupling to the heat bath and takes the value
of unity if a trajectory originating in the initial state goes
directly from a point x at the dividing surface to the final
state and spends long time there compared with the time it
takes to cross the barrier, but is zero otherwise. A conve-
nient choice of the set of variables for a system of N spins
is x � f�;�g � f�1; �2; :::; �N;�1; �2; :::; �Ng, where �i,
�i are polar and azimuthal angles, respectively, defining
the direction of the ith magnetic moment. The magnitude
of the magnetic moments is assumed here to be constant
and the same for all atoms, i.e., Mi ¼ M.

Approximations of the exact expression [Eq. (1)] depend
on the choice of �½�ðtÞ�. In the TST approximation, all
trajectories pointing away from the initial state at the divid-
ing surface are assumed to be reactive, i.e., the functional
�½�ðtÞ� is approximated by the Heaviside step function,
h½v?ðxÞ�. Thereby, the effect of recrossing the dividing
surface is neglected in the TST. Calculations of short time
dynamical trajectories can then be carried out starting at
the dividing surface to determine the recrossing correction
factor [10], �, and obtain the exact rate, k ¼ �kTST.

A harmonic approximation to the TST estimate is
obtained by making a quadratic expansion of the energy
at the minimum on the energy surface corresponding to the
initial state and at first order saddle points on the energy
ridge surrounding the minimum. The harmonic approxi-
mation corresponds to choosing a hyperplane of D� 1
dimensions for a dividing surface, where D is the number
of degrees of freedom,D ¼ 2N. The hyperplane includes a
first order saddle point and has a normal pointing along the
unstable mode at the saddle point, the normal mode with a
negative eigenvalue. Labeling this mode as q1, the normal
projection of the velocity is v?ð�;�Þ ¼ _q1. It can be
estimated at each point on the dividing surface using the
Landau-Lifshitz-Gilbert equations of motion for magnetic
moments (see Ref. [11])

ð1þ �2Þ sin�i _�i ¼ �

M

�
@E

@�i
� �

sin�i

@E

@�i

�
;

ð1þ �2Þ sin�i _�i ¼ � �
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þ � sin�i
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@�i

�
;
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where � is a gyromagnetic ratio, � is the damping con-
stant, and E is the energy of the system. These equations
become linear with the quadratic approximation to the
energy surface. The normal component of the velocity can
then be expressed in terms of normal mode coordinates qi,
i.e., displacements along eigenvectors of the Hessian
matrix of the energy at the saddle point. The expansion
can be written as v? ¼ �

P
D
i¼2 aiqi=Mð1þ �2Þ, to show

explicitly the dependence on � andM. While the velocity
through the dividing surface is zero at the saddle point
since the gradient of the energy vanishes there, an inte-
gration over the hyperplanar dividing surface gives a
nonzero reactive flux and the resulting estimate of the
rate constant is [8]

kHTST ¼ �

2	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detHm

det0Hs

s
e�ðEs�EmÞ=kBT; (3)

where detHm and detHs denote the determinants of the
Hessian matrices at the minimum and the saddle point,
respectively, and � is defined as

� ¼ �

ð1þ �2ÞM
YD
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i being the eigenvalues of the Hessian at the saddle point
and �s, �m being polar angles at the saddle point and at
the minimum, respectively. The determinants in Eq. (3)
are computed as a product of the eigenvalues and the
prime means that the negative one, 
1, is omitted. A
more general expression valid for the case where the Mi

are not constant but depend on orientation can be found in
Ref. [8].
Equation (3) predicts an Arrhenius type dependence on

the temperature, with an activation energy Ea ¼ Es � Em

and a temperature independent pre-exponential factor. The
HTST rate given by Eq. (3) decreases as the damping
constant � becomes larger. This is because the Landau-
Lifshitz-Gilbert equations of motion, Eqs. (2), include
damping but the effect of recrossing the transition state
dividing surface is not taken into account.
Each saddle point corresponds to a specific transition

mechanism. For each possible final state, one or more
minimum energy paths (MEPs) can be found. Following
an MEP involves advancing each degree of freedom of the
system in such a way that the energy is minimal with
respect to all degrees of freedom perpendicular to the
path. The nudged elastic band method [12] is used to find
MEPs between a given pair of states. In the calculations
presented here, the orientation of the magnetic momentMi

of each atom is included explicitly. This gives a detailed
description of the magnetic transitions, including complex
mechanisms involving nonuniform rotation of the mag-
netic moments.
The total energy of the system is approximated here by a

classical Heisenberg-type Hamiltonian

E ¼ �X
n

Kn

X
i

ðMi � enÞ2 � 1

2
J
X
hi;ji

Mi �Mj

� �0

8	

X
i�j

3ðrij �MiÞðrij �MjÞ � r2ijðMi �MjÞ
r5ij

: (4)

The index n in the first sum can take two values, k for easy-
axis and ? for easy-plane anisotropy which results from
the interaction with the substrate, J denotes the exchange
coupling and rij the vector between sites i and j. In order to

mimic an Fe island on a W(110) substrate, the values of the
parameters in Eq. (4) were chosen to be similar to those
used in previous MC simulations of thermal properties
of Fe islands [4] and a full Fe overlayer on W(110) [13].
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A magnetocrystalline easy-axis anisotropy Kk was

included along the ½1�10� direction. The corresponding
parameter value was KkM2 ¼ 1:2 meV which is in

between the values that were used in the MC simulations
[4,13]. We also included an easy-plane anisotropy K?
which makes it preferable for magnetic moments to lie in
the substrate plane, i.e., in the (110) plane, with K?M2 ¼
�3:0 meV. In the MC simulations [4,13], exchange be-
yond nearest neighbors was included. We used the simplest
possible approximation and considered exchange only
between nearest neighbors. The nearest neighbor coupling
then effectively includes longer range coupling and the
effective exchange parameter value is taken to be JM2 ¼
25:6 meV, twice as big as that for the first nearest neigh-
bors in Refs. [4,13]. Dipole-dipole interaction was
included explicitly between each pair of magnetic
moments, with M ¼ 2�B.

The calculations were carried out for monolayer islands
of rectangular shape consisting of 40–364 atoms. The
length of the islands along the [001] and [1�10] directions,
N½001� and N½1�10�, lies within the range of 9 to 27 atomic

rows. The islands have two degenerate states, with spins
aligned parallel to the anisotropy axis. The calculations of
the MEPs for the magnetization reversal revealed three
possible transition mechanisms. Small islands, with
N½001� � 13 and N½1�10� � 13, reverse their magnetization

via coherent rotation of all magnetic moments irrespective
of the length ratio N½001�=N½1�10�. However, transitions in

bigger islands follow a more complicated path involving
nucleation and propagation of domain walls.

Figure 1 shows MEPs of magnetic transitions in three
islands with differentN½001� but the sameN½1�10�. If an island
is longer in the [1�10] direction, N½001� <N½1�10�, then mag-

netization reversal starts at one of the narrower ends of the
island and a domain wall forms perpendicular to the an-
isotropy axis. The domain wall then moves along the [1�10]
direction eventually leading to reversal of the magnetiza-
tion. The energy barrier is determined by the length of the
domain wall and thus scales with N½001�. However, when
N½001� ¼ N½1�10�, nucleation can equally well start at one of

the [001] ends of the cluster, leading to the formation of a
domain wall parallel to the anisotropy axis. As N½001�
increases, this orientation of a domain wall becomes pref-
erable and the corresponding energy barrier becomes
insensitive to changes in N½001�.

The dependence of the energy barrier on the size and
shape of the islands is illustrated in Fig. 2(a). Three regions,
corresponding to three different mechanisms of magnetiza-
tion reversal, aremarked. Region I corresponds to relatively
small clusters where magnetization reversal occurs via
coherent rotation of all the spins. For the larger clusters,
in regions II and III, however, a domain wall forms and
propagates during the transition. The domain walls are
parallel to the anisotropy axis in region II, while they are
perpendicular to the anisotropy axis in region III. For

islands with N½001� ¼ N½1�10� � 15 both orientations of the

domain wall are possible and give similar energy barriers.
All but one of the islands reported in the experimental

study of Krause et al. [4] correspond to region II. The
calculated values of the energy barrier for clusters within
this region are shown in Fig. 2(b) as a function of N½1�10� as
well as the experimental estimates. The agreement
between the calculated and the measured values is good
and a clear linear dependence on the domain wall length,
i.e., N½1�10�, is seen in both cases. However, the calculated

barrier is systematically too small for the smaller islands.
This might be due to a rim effect where the anisotropy for
rim atoms is larger [4].
The pre-exponential factor is also strongly dependent on

the size and shape of the islands. Figure 3(a) shows the
HTST estimate evaluated from Eq. (3) as a function of
N½001� and N½1�10�. The figure shows that the pre-exponential
factor is largest for islands with the same number of atomic
rows along both sides. Furthermore, a small maximum
occurs for islands with N½001� ¼ N½1�10� � 15 [see also

Fig. 3(b)]. Both of these features are in remarkably good
agreement with the experimental data, which however is
available mainly for region II. The analogous contour
plot in Ref. [4] shows a similar ridge formation for
N½001� ¼ N½1�10� with a maximum in a similar position as

in the calculations. The four experimental data points for
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FIG. 1. Minimum energy paths (MEPs) for magnetization
reversal in 76, 144, and 212 atom Fe islands. The number of
atomic rows in the [001] direction is different for the three
islands (curves 1, 2, and 3 correspond to N½001� being equal to

9, 17, and 25, respectively) while the number of atomic rows in
the [1�10] direction is the same, N½1�10� ¼ 17. The filled circles

show positions of the images in the nudged elastic band calcu-
lations. Insets show the orientation of the spins at saddle points
and minima for curves 1 and 3 with respect to the anisotropy
axis, K. The energy for uniform rotation in the largest island is
shown (dotted line) to illustrate how the energy barrier can be
lowered by forming a transient domain wall. The reaction
coordinate is defined as the displacement along the MEP.
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islands that are closest to having the same number of
atomic rows on both sides are shown in Fig. 3(b).

The calculated results have a simple interpretation. For
islands with N½001� ¼ N½1�10� there is a crossover between

transition mechanisms involving domain walls with the two
different orientations. This increases the entropy of the
transition state which in turn leads to a larger value of the
pre-exponential factor. The maximum obtained for clusters
with N½001� ¼ N½1�10� � 15 atomic rows corresponds to a

point where three possible transition mechanisms become
equally likely, resulting in an even larger entropy of the
transition state.

In Ref. [4], the increase of the pre-exponential factor
with increasing N½1�10� while N½001� is kept constant was

ascribed to multiple nucleation sites at the [001] end of an
island. Each nucleation center would add a new pathway
for a transition leading to a larger pre-exponential factor.
However, the calculations do not show evidence of this.
There, the domain wall formation always involves all spins
along the side of an island so the clusters studied here are
small compared to the critical nucleus.
Although the application of the HTST to thermal mag-

netic reversal in the islands described above gives quite
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FIG. 2 (color). (a) Contour plot of the calculated energy barrier
as a function of the number of atomic rows along the [001] and
[1�10] directions. In region I, the transition mechanism involves
uniform rotation. In regions II and III the transition involves
formation of a transient domain wall along the [1�10] direction or
the [001] direction, as illustrated in the insets. The easy-axis
anisotropy is along the [1�10] direction. Red crosses indicate the
calculated data points; linear interpolation, first along the diago-
nal and then along horizontal and vertical lines, was used to
generate the figure. (b) Calculated (filled circle) and measured
(crosses) (from Ref. [4], with N½001� shown above data points)

energy barrier as a function of the number of atomic rows in the
[1�10] direction. All calculated points for all islands in region II
are shown.
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FIG. 3 (color). (a) Contour plot of the calculated HTST pre-
exponential factor as a function of the number of atomic rows
along the [001] and [1�10] directions. Regions I, II, and III are
marked according to the transition mechanism as in Fig. 2(a).
A maximum along the diagonal is formed for island with �100
atoms, similar to what has been observed experimentally [4].
Red crosses indicate the calculated data points; linear interpo-
lation, first along the diagonal and then along horizontal and
vertical lines, was used to generate the figure. (b) Calculated pre-
exponential factor for transitions in islands with the same
number of atomic rows on both sides as a function of the number
of atomic rows on a side. The data points (filled circle) connected
by a solid line show calculated results using the HTST.
Experimental estimates for islands that are close to the line
N½001� ¼ N½1�10� are marked with crosses (from Ref. [4], with

the estimated dimension shown below the crosses). The dotted
line includes approximate corrections for recrossings of the
transition state assuming Langevin dynamics (see Eq. (1) in
Ref. [17]) and the dash-and-dot line corresponds to zero
damping.
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satisfactory agreement with the experimental data and
provides an interpretation of the observed trends, the flat-
ness of the energy profile along the minimum energy path
for the larger islands makes recrossings of the transition
state dividing surface more likely, thereby causing the TST
expression, Eq. (3), to give an overestimate. An estimate of
the effect of such recrossings has been developed assuming
a Langevin description of the dynamics [14–16]. This
approach was extended recently in the context of micro-
magnetic modeling [17]. Figure 3(b) shows the estimated
reduction in the pre-exponential factor using this approach
when the damping constant is chosen to be � ¼ 0:9, the
value giving a maximal recrossing effect within this level
of approximation. A more accurate estimate of the recross-
ing correction can be obtained from dynamical trajectories
started from points on the transition state dividing surface
[10]. A recent example of such an approach for atomic
systems is given in Ref. [18]. A simple Langevin descrip-
tion of the recrossing dynamics in atomic scale systems has
proven to be too crude [19] and may be giving an under-
estimate of the recrossing correction in the present case. It
remains to be seen from direct calculations of recrossing
trajectories to what extent a Langevin description of the
dynamics is adequate. The HTST formulation of the rate
theory makes it possible to introduce various levels of
accuracy of the recrossing correction.
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