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Nanostructured thin plastic foils have been used to enhance the mechanism of laser-driven proton beam

acceleration. In particular, the presence of a monolayer of polystyrene nanospheres on the target front side

has drastically enhanced the absorption of the incident 100 TW laser beam, leading to a consequent

increase in the maximum proton energy and beam charge. The cutoff energy increased by about 60% for

the optimal spheres’ diameter of 535 nm in comparison to the planar foil. The total number of protons with

energies higher than 1 MeV was increased approximately 5 times. To our knowledge this is the first

experimental demonstration of such advanced target geometry. Experimental results are interpreted and

discussed by means of 2 1
2 -dimensional particle-in-cell simulations.
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Recently, the dramatic increase in attainable laser inten-
sity by means of high power femtosecond lasers has gen-
erated a fast evolution of laser plasma sources. Production
and acceleration of protons up to the 100 MeV level in very
small distances (typically a few micrometers) are clearly
visible through this evolution [1,2]. A great attention to
potential medical application, especially in the hadron
therapy [3], has been paid due to the spectacular high
brightness, short pulse duration (� kA current), and
extremely low emittance (100-fold better than typical rf
accelerators) of laser-driven ions [4].

Currently the laser acceleration mechanism most inves-
tigated experimentally is the so-called target normal sheath
acceleration (TNSA) when ions are accelerated at the rear-
side of a thin target in a quasielectrostatic sheath created by
fast electrons propagating from the target front side [5,6],
as illustrated in Fig. 1. Theoretically, the possibility to
generate monoenergetic ion bunches by accelerating ultra-
thin foils using very high contrast circularly polarized laser
pulses at intensities higher than 1021 W=cm2, in the so-
called radiation pressure acceleration regime, has been
identified [7–9] but not clearly demonstrated experimen-
tally due to the lack of enough powerful lasers, although a
first experimental evidence of the laser radiation pressure
in a hybrid acceleration regime has been shown [10].
Recently, the acceleration of monoenergetic high energy
proton beams by collisionless shocks in gas target has also
been demonstrated [11].

Typical TNSA conversion efficiency (ratio between
the laser energy and the total ion beam energy) by using
10–100 fs lasers can reach values up to a few percent [12].
However, the laser energy transformation into high energy
protons has to be substantially raised for the majority of
practical applications. Laser absorption may be boosted by
the presence of sub-micrometer-scale structures on the

laser-irradiated target surface, as demonstrated by experi-
ments aimed to enhance the laser energy transformation
into x-ray emission [13,14] and photoelectron generation
at relatively low laser intensities [15]. Recent particle-in-
cell (PIC) simulations have shown that the presence of
microstructures with a characteristic size comparable to
laser wavelength on the front side of a thin target may
significantly increase the energy of hot electrons [16] and
of ions emerging from its rear side, assuming a sufficiently
high laser contrast [17].
The possibility of using a thin plastic foil covered by a

monolayer of polystyrene microspheres with a diameter
of the order of the laser wavelength has been studied by
PIC simulations [18]. In this Letter we show the first

FIG. 1 (color online). TNSA mechanism with the target ge-
ometry used in the experiment (side view). The laser beam
(p polarized) is absorbed at the nanospheres-vacuum interface
with an incidence angle of 22.5 degrees (N denotes the target
normal). The hot electrons (generated at the target front side)
propagate forward and accelerate protons at the rear side. The
proton or ion diagnostics (D) is placed along the N direction.
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experimental demonstration of such advanced target ge-
ometry which allows us to strongly enhance both the
maximum achievable proton energy and total number.

The nanostructured target geometry is depicted in Fig. 1.
A monolayer of polystyrene (PS) nanospheres is located at
the front-surface of a 1-�m thick mylar [polyethylene
terephthalate (PET)] foil. Several targets having different
sphere diameters, such as 266, 535, and 920 nm, have been
used in our experimental campaign.

The experiment has been performed with the 10 Hz,
100 TW Ti:sapphire laser system at the Advanced
Photonics Research Institute in Gwangju, South Korea,
which is based on the chirped pulse amplification tech-
nique [19]. The laser pulse duration, wavelength, and
energy after compression, monitored during the experi-
ment, were about 30 fs (FWHM), 805 nm, and 2 J, respec-
tively. The laser beam was focused onto the target surface
by an f=3:6 off-axis parabolic mirror, which allowed us to
reach a focal spot of about 5 �m in diameter (FWHM).
The laser beam was p polarized on target (electric field
parallel to the plane of incidence).

The intensity level of the laser nanosecond amplified
spontaneous emission is a crucial parameter when using
such advanced targets since the nanostructured surface
must be preserved to ensure a genuine interaction (no
preplasma formation) with femtosecond high-intensity
pulses. In fact, we have experimentally estimated the
ablation-threshold fluence in the ns regime for the irradi-
ated targets [20], which is in the range of 1–10 J=cm2

(corresponding to a laser intensity of about 109 W=cm2

in our experimental conditions). Thus, the use of a double
plasma mirror, which allowed us to achieve a laser inten-
sity contrast of about 5� 1011 up to 10 ps prior to the main
pulse, was mandatory [21]. On the other hand, the laser
pulse energy was reduced by a factor of 50% (about 1 J) on
target at the expense of the laser intensity which finally was
about 5� 1019 W=cm2.

The standard real-time ion diagnostics used consists of a
Thomson parabola (TP) spectrometer and a time-of-flight
(TOF) detector fully described in the literature [22]. The
TP is a mass spectrograph where charged particles are
deflected by static electric and magnetic fields parallel to
each other and perpendicular to the particle stream motion;
as a result of the laws of motion the particles draw different
parabolas on an imaging plane. The TOF detector is based
on the well known time-of-flight technique, which allows
us to estimate the particle velocity (energy) by measuring
the particle arrival time onto a detector placed at a given
distance from the source (thin foil in our experiment).

The spectrometer was equipped with a microchannel
plate (MCP) and a phosphor screen placed 20 cm away
from the output of the magnetic (� 0:2 T) and electric
(3:5 kV=cm) field deflection region, and an ICCD camera.
The calibration of the MCP-phosphor screen-ICCD system
was performed by installing slotted CR-39 track detectors

in front of the MCP following a similar experimental
procedure reported in literature [23]. The TOF consisted
of a plastic scintillator (placed at 283 cm from the plasma
source), photomultiplier tube and fast oscilloscope. Both
detectors were placed along the target normal and allowed
us to perform simultaneous measurements (a small hole
was located in the center of the scintillator to let ions go
through and reach the TP spectrometer). The detection
solid angles were 7:2� 10�9 sr and 2:55� 10�4 sr for
the TP spectrometer and the TOF system, respectively.
Typical signals from TP and TOF measurements are

shown in Fig. 2. Since the main target constituents are
hydrogen and carbon, the strongest plasma ion products
are protons and Cnþ (1 � n � 6) as clearly shown in the
TP spectrum. A comparison between TP and TOF signals
has been performed in order to accurately determine the
proton energy distribution, proton cutoff energy, and total
ion charge. The proton beam divergence (i.e., the proton
stream solid angle) was measured by a stack of CR39 track
detectors placed near the target. This ex-situ diagnostic
technique, performed for all configurations (i.e., for all
targets with different nanosphere diameters and for all
plane-foil targets of different thicknesses), has been used
to estimate the total number of protons, taking into account
that protons with different energy range have a different
divergence.
The proton energy distributions were compared to nu-

merical results coming out from 2 1
2 -dimensional particle-

in-cell simulations (with two spatial and three velocity
components). The simulations assumed the same laser
pulse intensity, wavelength, duration, polarization, and
incidence angle used in the experiment. The target

FIG. 2 (color online). TP and TOF typical spectra acquired
simultaneously during irradiation of a PET-535 (1 �m thick
polyethylene with 535 nm diameter polystyrene spheres) target.
The circles from the right to the left hand side show increasing
proton energies.
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geometry was also the same and the target consisted of 1:1
mixture of C4þ ions and protons with electron density 40
times the critical density (1:72� 1021 cm�3 for 800 nm
wavelength of a Ti:sapphire laser). The transverse intensity
distribution of the laser pulse was a Gaussian profile with a
spot size of about 2 microns at FWHM [24]. The lateral
losses are only one directional in 2D geometry used in
simulations and thus they are reduced compared to the
experiment. In order to compensate for this reduction, we
have used a smaller focal spot in 2D simulations. This spot
size in two dimensions has been estimated assuming that
the density of hot electrons on the characteristic distance of
ion acceleration (d ¼ �lcS, where �l is the laser pulse
duration and cS the ion acoustic velocity) should be com-
parable to the one in three dimensions. The size of the hot
electron cloud at a distance d is 2s ¼ 2ðdþ lÞ tanð�Þ þ 2r,
where � is the electron divergence, l is the target thickness,
and r is the focal spot radius. Thus, in a first approxima-
tion, we can assume that s1=r1 ¼ s2

2=r2
2 (the density in two

dimensions is s1=r1 times smaller and in three dimensions
is s2

2=r2
2 times smaller, when compared with an electron

stream propagating without any divergence). Finally,
assuming a hot electron temperature of 1 MeVand electron
divergence of 45� estimated from PIC simulations for the
above given parameters and supported by similar results
reported in Ref. [18], a foil thickness l ¼ 1 �m, and r2 ¼
2:5 �m (given as experimental parameter, where the di-
ameter 2r2 is assumed as focal spot size at FWHM), we
have estimated r1 ¼ 1:0 �m. Nevertheless, we have also
performed numerical simulation with the same focal spot
diameter as in the experiment (5 �m) for all target geome-
tries. The results predicted about 50% higher proton cutoff
energies with respect to the case of lower spot size (2 �m)
at constant laser intensity. The ratio of the maximum
proton energies for different target geometries is practi-
cally constant in our PIC simulations when different spot
sizes are used as inputs. Hence, the numerical results are
qualitatively the same for various spot sizes, even if the
absolute values differ.

The comparison for the irradiated targets without (PET)
and with PS nanospheres (PET-266, PET-535, PET-920)
on the front surface is reported in Fig. 3. The best accel-
eration performances during the experiment were achieved
with the PET-535 target. The maximum proton energy
measured by the TP spectrometer was about 8.6 MeV
[Fig. 3(a)], showing a perfect agreement with the predicted
PIC simulations [Fig. 3(b)]. The cutoff energy measured
for the planar target (PET) was about 5.3 MeV, also show-
ing a very good agreement with the simulation results. In
general, the PIC calculations show a trend for different
target geometries which is in agreement with the experi-
mental results. However, the experimental cutoff energy in
the case of the PET-920 and PET-266 targets was lower
than the calculated ones, probably ascribable to the pres-
ence of surface inhomogeneities which has been identified

(only in the case of these two target geometries) scanning
the target surface by scanning electron microscope after
the fabrication process.
An accurate statistics has been performed in the experi-

mental campaign and results are summarized in Fig. 4.
Both experimental results and numerical simulations
show that under optimal experimentally achievable accel-
eration conditions optimal proton maximum energy as well
as total proton beam energy can be obtained when targets
with 535 nm diameter spheres are used. Also the total ion
energy (estimated from TOF spectra) shows a similar trend
(blue dotted line in Fig. 4). The average proton cutoff
energy (measured by the TP spectrometer) is about 7.5
and 4.7 MeV for PET-535 (nanostructured target) and
PET (planar target), respectively. The average experimen-
tal cutoff energy in the case of a 1:5 �m thick PET planar
target was (3� 0:6) MeV (green square in Fig. 4). Results
obtained with 535 nm diameter spheres showed a total
proton beam energy ("p) and ion beam energy ("i) which

was increased by 6.3 and 3.9 times (average values),
respectively, in comparison to the planar target geometry
("op and "oi). The relatively large experimental error bars

reported in the plot are ascribable to the nonideal uniform-
ity of the PS nanospheres on the sample surface and to
the fluctuations in the measured proton beam divergence
(energy dependent).
The proton cutoff energy and the total beam energy

measured in the whole experimental campaign have been
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FIG. 3 (color online). Proton energy distributions from analy-
sis of TP spectra (a) and PIC simulations (b) for different
irradiated targets. The vertical axis in (b) was rescaled in order
to match the experimental values. The experimental cutoff
energy for PET, PET-266, PET-535, PET-920 is 5.3, 5, 7.5,
and 8.6 MeV, respectively. The PIC simulation cutoff energy
for PET, PET-266, PET-535, PET-920 is 5.2, 7.2, 8, and 8.4 MeV,
respectively.
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correlated and plotted in Fig. 5 along with the simulation
outputs (hollow symbols). The points for individual ex-
perimental shots clearly demonstrate the shot consistency
and the growth of the total beam energy with the proton
maximum energy, which implies a growth of the accelera-
tion mechanism efficiency. The PIC simulation outputs
reported in Fig. 5 also show an increase in the acceleration
efficiency (proton cutoff energy and total energy) from a
structured target (PET-535) with respect to a planar one
(PET), when a similar geometry is used with Petawatt
(PW)-class lasers (hollow stars).

The experimental results presented here clearly demon-
strate that the use of nanostructured thin plastic foils on
the target front side can strongly enhance the laser-driven
proton beam acceleration mechanism. In fact, the maxi-
mum proton energy was increased by a factor of 1.6
(� 60% increment) for the optimal spheres’ diameter of
535 nm in comparison to the planar foil. The effective
target thickness did not play a crucial role in the cutoff

proton energy, in fact in the best case a value of 3.8 MeV
was achieved with a 1:5 �m thick PET planar target,
which is much lower than the maximum proton energy
measured in the case of the 0:9 �m thick PET planar target
(about 5 MeV). The total number of protons (with energies
exceeding 1 MeV) was increased about 5 times. This
valuable experimental result implies a substantial increase
in the laser-driven proton acceleration efficiency (about 6
times) that is mainly related to the enhancement of the laser
absorption efficiency at the target front surface and to
the subsequent increase of the hot electron population,
which in turn is responsible for the proton acceleration
mechanism [10–15].
The use of an ultrahigh laser contrast (> 5� 1011) was

crucial to ensure a genuine laser-nanosphere interaction
allowing the experimental achievement of such enhanced
TNSA regime. The slight disagreement between experi-
mental and numerical results in the case of targets with 266
and 920 nm spheres’ diameter can be ascribed to nonun-
iformities on the target surface detected after the target
fabrication, which practically reduce the effective interac-
tion of the laser beam with the structured surface (the
number of nanospheres in the laser spot area is lower
than the one used in our simulations).
A number of different effects may contribute to higher

absorption for the used nanostructured targets. In fact, the
nanosphere layer on the target front side implies an effec-
tive larger surface area; i.e., a higher number of particles
can interact with the laser field. Moreover, the nanosphere
screens the incident laser wave but the accelerated elec-
trons can propagate through it, and, consequently, be easily
out of the laser wave phase, thus gaining energy more
efficiently along the longitudinal direction. This absorption
process can be associated with the multipass stochastic
heating in the case of laser interaction with clusters [25].
Unlike the case of laser coupling to a surface wave, where a
resonant matching of the laser incidence angle and the
structure period is required [16], the PIC simulations
show that both the laser absorption and the proton accel-
eration efficiency are not particularly sensitive to the laser
incidence angle [18]. However, along the experiment the
laser incidence angle was not normal (with respect to the
target surface); thus, vacuum heating [26] and resonance
absorption [27] mechanisms might have played a role.
Since the latter parameter has not been optimized during
our experimental campaign (it was kept constant at 22.5�
due to experimental constraints), the increase in TNSA
acceleration efficiency might be further improved in future
experiments.
The complex interplay of the above discussed physical

mechanisms can lead to the experimental and numerical
achievements reported here (similar results were presented
in our previous theoretical paper [18]) showing an optimal
target geometry (in terms of maximum proton energy and
total number) in the case of spheres with a diameter of
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535 nm. This results can be qualitatively explained in a
very simplified picture: the 920 nm spheres are too large
(too far each other) to maximize the collective interaction
among the laser field and electrons belonging to neighbor-
ing spheres and a sort of ‘‘photon scattering’’ occurs; the
266 nm spheres are too small (too close each other) and a
sort of ‘‘smoothing’’ in the collective interaction occurs
leading to a condition similar to the case of a planar surface
target. A similar result is reported in Ref. [14] where the
highest x-ray yield (corresponding to an optimal laser
absorption) is achieved for a sphere diameter slightly larger
than half the laser wavelength (260 nm for a 400 nm
wavelength in Ref. [14] and 535 nm for a 805 nm in our
experiment).

Moreover, fine structures comparable to the laser spot
size, e.g., microdots, might be additionally added on the
target rear side in order to improve the energetic and/or
angular characteristics of the accelerated ion bunches
[28,29]. Such enhanced photo-proton sources may be con-
sidered as a compact alternative to low energy large con-
ventional accelerators with a possible use for cancer
therapy or other applications. In fact, our simulations
show that a maximum proton energy of about 60 MeV
(requested energy for eye melanoma treatment [30]) can be
reached when using a PW-class laser beam with an inten-
sity of about 2� 1021 W=cm2 (nominally 0.5 PWon target
and 5 �m focal spot diameter) on the investigated nano-
structured samples. The PIC simulations show that the
maximum proton energy is also increased in this laser
intensity regime (about 20%) as reported in Fig. 5.
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