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We study the interaction of intense petawatt laser pulses with overdense plasma over several

picoseconds, using two- and three-dimensional kinetic particle simulations. Sustained irradiation with

non-diffraction-limited pulses at relativistic intensities yields conditions that differ qualitatively from what

is experimentally available today. Nonlinear saturation of laser-driven density perturbations at the target

surface causes recurrent emissions of plasma, which stabilize the surface and keep absorption continu-

ously high. This dynamics leads to the acceleration of three distinct groups of electrons up to energies

many times the laser ponderomotive potential. We discuss their energy distribution for applications like

the fast-ignition approach to inertial confinement fusion.
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The next generation of petawatt short-pulse laser facili-
ties like NIF-ARC, Omega-EP, or LFEX will deliver multi-
picosecond, multikilojoule pulses over large focal spots
[1–3]. Understanding the interaction physics of such pulses
is important to guide future experiments.

Previous theoretical studies of relativistic laser plasma
interaction have focused on subpicosecond laser pulses
with diffraction-limited focal spots typically less than
10 �m in size [4,5]. Interaction of such pulses with over-
dense plasma gives rise to Boltzmann-like energy distri-
butions of ‘‘hot’’ electrons peaking near the laser

ponderomotive energy Ep ¼ mec
2ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a20

q
� 1Þ, where

a0 � eB0=me!L is the normalized laser field amplitude
and !L is the laser frequency [6]. While fundamental
absorption mechanisms and hot-electron production in
short-pulse laser plasma interaction have been studied
by many authors [7–10], a global picture of how these
will interplay in realistic multipicosecond petawatt laser
irradiation of dense plasma is still lacking.

This Letter addresses, for the first time, the long-time
evolution of the interaction of realistic petawatt laser
pulses with large spot diameters with overdense plasma.
We find that the laser interaction causes perturbations
of the plasma interface leading to high absorption. We
describe how nonlinear saturation of these perturbations
leads to recurrent emissions of plasma from the target
surface, thus stabilizing the surface while keeping absorp-
tion continuously high. This dynamics leads to the accel-
eration of three distinct groups of electrons up to energies
many times the laser ponderomotive potential. We discuss
the energy distribution of laser-accelerated electrons and
their divergence for applications like the fast-ignition
approach to inertial confinement fusion (ICF) [11].

The aim of this Letter is to study the interaction of an
energetic laser pulse with overdense plasma over several
picoseconds at full scale through kinetic modeling in two-
and three-dimensional particle-in-cell simulations [12].

We set up a laser pulse with a transverse flat-top intensity
profile Iðr; tÞ ¼ I0 exp½�2ðr=r0Þ8� expf�2½ðt� 3t0Þ=t0�2g,
where I0 ¼ 1:37� 1020 W=cm2, and a focal spot diameter
2r0 ¼ 40 �m, which is much larger than the diffraction-
limited spots typically used in current experiments at com-
parable intensities [13]. This pulse delivers 13 kJ to the
target over 10 ps, consistent with fast-ignition require-
ments [11]; it is linearly polarized in the simulation plane
with a wavelength �L ¼ 1 �m and rise time t0 ¼ 200 fs;
for t > 3t0, the time-dependent factor is set to 1. We find
that it is important to use a realistic rise time to avoid
spurious effects. The plasma consists of deuterium ions
with mass Mi ¼ 3672me and electrons at density n0 ¼
100nc, where critical density nc ¼ !2

Lme=4�e
2 ’ 1:1�

1021 cm�3 and !L ¼ 2�c=�L. This is sufficient to guar-
antee n0 � a0nc, the density at which intense laser pulses
are absorbed. After less than 1 ps, plasma expansion leads
to a profile where the bulk density is not accessible to the
laser. The simulation box is 140 �m wide and 120 �m
long with a Cartesian two-dimensional (2D) geometry,
resolved with 50 cells per micron and 116 steps per laser
period, with 120 electrons per cell; particles are initialized
with a 0.1 keV thermal distribution. Boundary conditions
are periodic in the transverse and absorbing for particles
and fields in the longitudinal direction. We employ third-
order splines for interpolation and a single-pass 2D binary
smoothing operator for the current field to reduce numeri-
cal self-heating [14].
Figure 1 illustrates the simulation setup and early inter-

action at 1 ps, i.e., about 0.75 ps after the laser has struck
the target, and 3 ps later. The structure of the electron
energy flux inside plasma as displayed in Fig. 1(a) is
caused by beam filamentation and surface rippling due to
electric and magnetic fields on the interaction interface
[4,5,15]; these are related to surface waves, filamentary,
Rayleigh-Taylor-like, and modulational instabilities [16]
that grow on the order of femtoseconds. Transverse gra-
dients of the longitudinal electric field on the target surface
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induce perpendicular magnetic fields located at the side
walls of filaments. These grow until the geometry of
the electric field is locally radially symmetric, so that
jr � Ej<< 1. The resulting ‘‘porous’’ structure of the
laser-plasma interface, shown in Figs. 2(a)–2(c), allows
ions to move from overdense to underdense regions and
to replenish the underdense plasma in front of the target
with electrons. In contrast, one-dimensional (1D) simula-
tions predict an electrostatic sheath field near the point of
absorption that is structured so that ions cannot escape the
bulk plasma [9]. This causes strong density gradient steep-
ening in 1D, which leads to an artificial reduction in
absorption over the course of about 1.5 ps under our laser
and plasma conditions.

Nonlinear saturation of these instabilities sets in when a
surface ripple grows to �1=2 laser wavelength. Figure 2
presents three snapshots of the interaction region near
2.4 ps in 150 fs intervals. Figures 2(a)–2(c) show the laser
Poynting flux normal to the plasma surface, which, to-
gether with the corresponding electrostatic field Ez, drops
over a skin depth. The force by the electromagnetic field
tensor component in the lateral direction is much smaller
than along the irradiation direction. When a surface modu-
lation reaches the scale of a laser wavelength, as shown in
Fig. 2(b), its side wall is not supported as much and plasma
pressure wins. This leads to the emission of plasma in the
lateral direction (y axis); see Fig. 2(b) at y > 3 �m.
Emitted electrons and ions are weakly magnetized in the
emission’s magnetic field �130 MG along the plasma
surface, so that a layer of plasma at a density near nc forms
near the surface over a few microns. While plasma is
advected away from the surface and density drops, the
frozen-in magnetic field is losing strength. At the end of
the plasma emission [see Fig. 2(c)] the ripple is ‘‘deflated,’’

leading to an effective stabilization of the surface. As a
consequence, the surface recedes without much pressure
buildup in the dense plasma. Tracking the location where
the laser is absorbed, we find that the surface moves at a
near-constant velocity vs ’ 5� 10�3c along the laser di-
rection; compare Fig. 1. This velocity can be derived from
momentum conservation between the impinging laser,
plasma electrons, and bulk ions [6]. In our case, a large
fraction fa ¼ 0:7–0:8 of the incident laser momentum I0=c
is absorbed into relativistic electrons, different from
Ref. [6] where fa � 1. Including the reflected light, the
total momentum on the laser side is ð2� faÞI0=c. To
satisfy momentum balance between laser and plasma,
the ions need to carry a small fraction ð2� 2faÞI0=c.
Hence, the momentum balance between the laser pulse
I0=c � a20ncmec

2=2 and that absorbed in the plasma gives

2ð1� faÞa20ncmec
2=2 ¼ 2Miniv

2
s , where ni is the bulk ion

density, in agreement with the velocity observed in our
simulation.
The nonlinear saturation of the surface rippling leads to

the generation of three groups of fast electrons via distinct
absorption mechanisms.
(1) For a clean plasma-density step, absorption is domi-

nated by particles that originate in the overdense plasma
region. Electrons enter the vacuum region bymeans of their
thermal velocity inside the bulk plasma and get accelerated
in the standing-wave pattern of the laser electromagnetic
fields in front of the surface. Their excursion length is a
fraction of a laser wavelength before they are pushed back
into the target, where they cease to interact with the laser;
as a result, their energy is limited by the ponderomotive
energy; the energy spectrum has a cutoff near 1:5Ep ¼
7 MeV for a0 ¼ 10 [9,10]. The corresponding energy
spectrum is shown by the blue curve in Fig. 2(d), which

FIG. 2 (color). Nonlinear saturation stage of plasma surface
rippling driven by the laser interaction; (a)–(c) snapshots of laser
Poynting flux jS?j normal to the ne ¼ 10nc surface in red and
electron density in green, around the time 2.4 ps when plasma is
emitted—quantities averaged over two laser cycles; (d) electron
energy spectra at 2.4 ps determined in regions with and without
prior emission of plasma, as indicated by the colored boxes on
top of (a).

FIG. 1 (color). Relativistic petawatt laser pulse interacting
with overdense plasma at 1 ps (a) and at 4 ps (b); the laser pulse
is injected at z ¼ 0, and plasma is initially at z > 80 �m. Energy
flux density along z (in red) shows continuously high conversion
from the laser into a relativistic electron beam. The dashed line
at ne ¼ 10nc shows deformation and motion of the absorption
layer. Expansion of underdense plasma into vacuum (in green) is
evident.
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represents a region where the density profile is very steep,
i.e., not affected by emission of plasma from density
ripples. Figure 3 describes the evolution of electron energy
spectra over 5 ps, determined 3 �m behind the laser inter-
action region and corresponding transversely averaged
density profiles in the laser spot region. By 2 ps the steep
part of the density profile, where the first group of electrons
is generated, assumes a scale length of lp ¼ 0:15 �m

between nc and 10nc where the laser is absorbed. This
scale is given by the Debye length for density ne ¼ a0nc

and temperature kT ¼ a0mec
2 [17], so lp ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a0mec
2=ð4�e2a0ncÞ

p
, which we have confirmed by sepa-

rate 2D simulations at various intensities and initial plasma
gradient lengths. The scale length lp is independent of laser

intensity and initial conditions of the plasma but depends
on laser wavelength alone. Emission of plasma from the
target surface modifies this idealized scenario in that
of-order 100 MG magnetic fields are generated by surface
currents and deflect electrons with subponderomotive
energies, so that the net electron energy flux behind the
plasma surface drops locally by up to 50%.

(2) Laser interaction with the plasma emitted by deflat-
ing surface ripples, which extends as a density plateau just
below nc over several microns from the surface, as shown
in Fig. 3(b), can accelerate particles to energies beyond Ep.

This produces a second group of electrons, shown in more

detail in Fig. 2(d), where one can see a strong increase in
the production of electrons with energies between 7 and
15 MeV when the electron spectrum is measured behind
the plasma emission (dashed line), compared to one
measured behind a location with no recent emission (solid
line). On average, the plasma emission yields a hotter
spectrum than expected from a density step, because the
distance over which some electrons interact with the laser
is extended compared to the clean interface.
(3) While the first two mechanisms occur over a sub-

picosecond time scale, the emission of particles from the
target surface leads to filling of the vacuum region in front
of the target with underdense plasma over several pico-
seconds. Direct laser acceleration of electrons [8] in this
region gives rise to a third group of electrons with energies
up to 150 MeV after 	4 ps in the case considered here.
The plasma density profile flattens with time and reaches a
scale length of 40 �m in which electrons are accelerated
over tens of microns into a Boltzmann-like spectrum with

a slope Teff ¼ 1:5ðIlaser=1018 W=cm2Þ1=2 ’ 17 MeV [8],
which is much greater than expected from ponderomotive
scaling. The density profile resembles an isothermal rar-
efaction neðz; tÞ ¼ ne;0 expð�z=cstÞ with a sound velocity

cs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðmec

2=MiÞa0
p ’ 0:05c and an electron temperature

a0mec
2 determined by the laser amplitude. Over a wide

range of laser intensities, we observe ne;0 ’ ð0:15

0:03Þnca1=20 , with the prefactor determined by details of

the surface emission. The power driving such an expansion
8mpne;0c

3
s amounts to only 1% of the incident laser power

[18]. Because of the finite laser spot size, the expansion
remains one-dimensional until its scale length exceeds the
size of the laser spot, i.e., at r0=cs ’ 2 ps, which explains
the asymptotic scale length of underdense plasma being
similar to the laser spot diameter observed in our simulation.
Figure 1(b) shows that the outer edge of the laser beam is

evolving due to whole-beam self-focusing, so that the
conditions at the edge over a length 	 �L are different
from the interior. As the relative volume of edge filaments
in 2D (3D) is (2�L=R), their role is small for a wide beam.
The distinction between these energy groups and the

characterization of their histories has been verified by
tracking test particles in our simulation. Numerical con-
vergence has been verified with simulations at a spatial
resolution of 150 cells per wavelength in a 24� 75 �m
simulation box, giving quantitatively similar results. Plasma
background heating was found to agree between the 50 and
the 150 cells per wavelength cases. Note that a transverse
simulation box width of less than ten wavelengths, in which
the number of spatial surface modes is limited, will lead
to an underestimation of the surface emission effect; the
same holds for unrealistic ion mass. The robustness of the
emission mechanism has been verified by similar simula-
tions at 4� higher and 4� lower intensity, where we find
consistent results for absorption fraction as well as energy
partition in terms of the parameter Ep.

FIG. 3 (color). (a) Energy spectra of laser-generated electrons
consist of three energy groups, with a high-energy tail that
asymptotes at 4 ps; (b) similarly, electron density profiles,
averaged across the laser spot, asymptote towards a near plateau
at 4 ps; colors in (a) and (b) for the same time steps match.
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For applications of petawatt lasers like fast-ignition ICF,
we discuss the energy distribution of the laser-generated
electron beam as a function of time and its divergence more
quantitatively. Figure 4 compares the net forward energy
flux of laser light through the injection plane to the energy
flux of the electron beam through a plane behind the
absorption interface. The net laser energy flux peaks at
0.6 ps before it is reduced by reflected light; the time lag
between the laser and electron flux is due to the finite
distance between the injection plane and target surface.
At 1 ps, the fraction of energy coupled into the first group
of ‘‘ponderomotive’’ electrons is 25% of the laser power;
this value drops with time due to pump depletion of the
laser in expanding plasma. The fraction of energy that goes
into superponderomotive electrons rises to nearly 45% as
the vacuum region in front of the target fills with plasma.
The scale length of underdense plasma grows until �4 ps
and saturates at around the laser spot size. Electrons in this
long underdense plasma are accelerated up to 150 MeV
[8]. From the net laser energy flux through the injection
plane, we find that up to 80% of the injected light is
absorbed into energetic electrons.

The difference between electron energy flux and net
laser flux in Fig. 4 is due to the divergent nature of the
electron beam, which is caused by geometrical effects as
well as by magnetic fields near the target surface. Even in
the case of an idealized plasma density step, laser-
accelerated electrons have a finite angular distribution,
because of the short distance over which they are accel-
erated and due to beam filamentation in overdense plasma
[4,5]. On top of that, magnetic fields that originate in the

emission of plasma from the target surface deflect elec-
trons, because the Larmor radius of a 7 MeV electron in a
100 MG field is less than 3 �m, which is similar to its
acceleration distance. When these fields advect away from
the surface, they become less forceful; at the same time, the
most energetic electrons are accelerated over tens of mi-
crons, so they are more forward-directed. In our 2D simu-
lation the angular distribution of energy flux, determined
from a sum over particles n in the plane [z0, z0 þ Lz]
behind the laser spot whose velocity vectors are within
the angular interval [�, �þ��] with respect to the laser
direction

�Peð�Þ
��

¼ mec
2

Lz��

X

n2Aðz;�Þ
jve;njð�n � 1Þne;n with

Aðz; �Þ � fnjz0 � zn � z0 þ Lz;

� � tan�1ðpy;n=pz;nÞ � �þ ��g (1)

and �n �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jpnj2

p
, where pn is the momentum of par-

ticle n, has a Gaussian shape with a 1=e width of approxi-
mately 1 rad.
Comparing the reference case shown above to a three-

dimensional (3D) simulation for a laser spot that is scaled
by one-half with similar laser and target conditions, we find
that 2D results for laser polarization in the simulation
plane are essentially a central cut through an equivalent
3D run. However, an important feature observed only in
three-dimensional simulations is the isotropization of the
forward-moving electrons in the plane perpendicular to the
laser propagation axis. In 2D cartesian simulations, parti-
cles cannot gain momentum perpendicular to the simula-
tion plane for symmetry reasons.
In conclusion, we have studied the interaction of real-

istic petawatt laser pulses with overdense plasma for sev-
eral picoseconds, using kinetic particle-in-cell simulations
in two and three dimensions to extend by an order of
magnitude beyond what is experimentally accessible today
in terms of laser energy. We find that laser interaction
causes perturbations of the plasma interface giving up to
80% absorption into energetic electrons. Nonlinear satura-
tion of these perturbations leads to recurrent emissions of
plasma from the target surface which stabilize the surface
while keeping absorption continuously high. Laser power
is converted into three distinct groups of energetic elec-
trons with energies up to several times the ponderomotive
potential. Steady absorption into electrons around the
ponderomotive energy, i.e., <7 MeV for a0 ¼ 10, at a
25% level has important implications for fast ignition,
where 1–3 MeV electrons deposit their kinetic energy to
the dense core of a compressed ICF pellet. In order to shift
the electron energy spectrum towards lower energies at a
given short-pulse laser power, one could either reduce laser
intensity while increasing the spot size, as suggested by
scaled simulations, or move to frequency-doubled light.

FIG. 4 (color online). Time history of energy partition in laser-
generated electrons, showing sustained absorption of up to 80%
(absorbed laser energy flux through z ¼ 0 plane, dashed line)
into relativistic electrons (total electron energy flux projected on
z, solid black line); also shown are contributions from particles
with energies Ekin � 1:5Ep ¼ 7 MeV and >7 MeV; all values

are normalized to peak laser power PL � 1:3 PW.
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