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This experimental work focuses on the complex autoionization dynamics of Ar2 clusters below the first

ionization energy of the argon atom. Ar2 is submitted to vacuum ultraviolet radiation, and the photo-

electron spectra are collected in coincidence with the cluster ions. The ionization dynamics is revealed by

the dependence on the photon energy. We applied a new experimental method which we developed to

analyze the photoelectron signal. Thus, we were able (i) to get the complete vibrational progression of

Arþ2 that was never observed up to now, especially identifying the 0-0 transition overcoming the usual

Franck-Condon limitations during single photoionization, and (ii) to obtain the projections of the

vibrational wave functions of the autoionizing states over the Arþ2 functions. This method provides a

powerful tool to test the potential energy curves computed by high level theoretical calculations on

Rydberg states.
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The chemistry of the interstellar medium [1] and that of
planetary atmospheres such as that of Titan [2] are con-
trolled by a network of ion-molecule reactions. An impor-
tant issue in reaction dynamics is to develop strategies for
their detailed understanding. Among these strategies, the
threshold photoelectron photoion coincidence (TPEPICO)
technique allows us either to prepare the ionic reactants
with a well defined internal energy [3] or to explore the
reactive surface when initiating the ion-molecule reaction
[4] by ionization of a van der Waals complex between
two neutral molecules. The latter approach and its variant,
the pulsed field ionization-zero energy kinetic energy
(PFI-ZEKE) method, have been also widely used for spec-
troscopic studies in small molecules [5]. The common and
severe limitation of these techniques is the need to generate
the ionic reactants with photoelectrons of nearly zero
kinetic energy. In the PFI-ZEKE method, Rydberg states
are populated and followed by a pulsed field ionization.
The lifetime of the autoionizing Rydberg states populated
should be sufficiently long [6] to allow delayed field ion-
ization. In addition, slow electrons may not be easy to
detect. This limits the number of systems that can be
studied by these techniques. The present work bypasses
these limitations by introducing a novel method which
takes advantage of coincidence measurements between
photoions and nonzero kinetic energy photoelectrons. We
call this method SPES for slow photoelectron spectros-
copy. In Ref. [7], an application of this method to the
spectroscopy of biomolecules is already given. Here we
show that the new method is a versatile alternative to
TPEPICO and PFI-ZEKE and applicable when the two
other fail. For instance, this happens frequently when the

autoionizing intermediates have a short lifetime. Taking
the well documented Arþ-Ar system as a benchmark, the
SPES method is applied here to show its capacity to
explore quantitatively the shape of an ionic potential en-
ergy curve (PEC). In turn, from a fundamental point of
view, the neutral argon dimer represents a model system
which is weakly bound due to dispersive or inductive
forces. Supersonic expansion allows its formation with
the narrowest energy distribution. Its electronic excitation
is accompanied by the formation of a strong bond with a
large covalency character with a priori quite different
contributions in the excited and in the ground ionic states.
Because of the difference in equilibrium distances between
the neutral ground state and the ionic ground state, the
direct ionization process is strongly unfavored to nonrep-
ulsive states, and a large range of energies is covered by the
absorption of highly excited neutral Rydberg states subject
to autoionization. By the way, such a situation is more
general than the case of the Ar2 system. It is met system-
atically when a pair of neutral identical molecules forms a
complex bound by van der Waals forces. In such a case, the
removal of an electron opens the possibility of a covalent
bond, as here in Arþ2 .
Up to now, the bond formation or breaking of van der

Waals dimers, like Ar?2 or Arþ2 , has been studied mostly by
the calculation of potential energy curves of the excimer
[8] or of the ion [9–12]. Experiments were conducted to
investigate the PEC of the excimer directly [13] or via the
spectroscopy of Ar�2 from a3�þ [14] or that of the ion by
HeI photoelectron spectroscopy [15]. More accurate
experiments were done to get the Arþ2 ground state vibra-
tions by means of threshold photoelectron spectroscopy
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[16]. The high-resolution PFI-ZEKE spectrum of Ar2 and
its isotopomer was used to extrapolate the location of the
lowest vibrational level [17].

In the present Letter, we detect the Arþ2 vibrational

bands up to the dissociation limit. Especially the origin
band �þ0 of Arþ2  Ar2 is directly measured for the first

time. This is an illustration of the power of the SPES
method to overcome the limitations of TPEPICO and
PFI-ZEKE. These results are supported by a new set of
state-of-the-art theoretical calculations on PECs of the
lowest electronic states of the Arþ2 ion.

The experiments were performed on the DESIRS beam
line [18] at the SOLEIL synchrotron, France (proposals
No. 20080231, No. 20090200, and No. 20100366). We
used the DELICIOUS II apparatus [19]. The synchrotron
was used in the multibunch top-up mode at 400 mA.

The continuous argon beam mounted in the source
chamber is based on a 50 �m nozzle cooled down by
two Peltier modules (three-stage devices from Melcor,
each one able to transfer a maximum of about 13 W of
thermal power). The hot side of the modules was cooled by
water at room temperature. The temperature of the source
of the cluster is thus continuously tunable from 208 to
289 K. The pumping speed of the source chamber is
2900 l � s�1. A mixture of 40% of argon in 60% of helium
was used to avoid too large clustering. For a backing
pressure of 4 bar and a temperature about 208 K, the
cluster distribution observed by ionization in the range
14.55–14.65 eV did not show any significant population
of Arn�3 The dissociation energy of Ar3þh�!Arþ2 þAr
was calculated as 0.229 eV [20]. Below 14.68 eV, Ar3 is
also expected to remain unfragmented and to appear at
mass 120.

The molecular beam enters the analysis chamber
through a 1 mm skimmer. The PEPICO spectrometer
DELICIOUS II used was described elsewhere [19].
Briefly, it couples a delay-line photoelectron velocity
map imaging device [21] in coincidence with a standard
time-of-flight mass spectrometer. Basically, an arriving
electron on the delay line is spatially localized and starts
the clock of the time-of-flight. The position of the detected
electron is saved with the arrival time of its ion. This serves
to reconstruct the spatial distribution of the electrons.

For these experiments, we used a moderate resolution
using the high flux 200 grooves per mm grating, giving a
typical bandwidth of about 2.5 meV. The resolution is
resulting from the slit sizes of the monochromator. The
photon flux was monitored thanks to a vacuum ultraviolet
photodiode (IRD AXUV100). No gas filter was used for
this experiment, since the grating suppresses most of the
higher orders, even the second harmonic wavelength. In
the present experiment the extraction voltage was set to
18 V � cm�1. With this extraction field, a 100% collection
efficiency is guaranteed only for photoelectron kinetic
energies below 190 meV. The redshift due to the extraction

field, for this value, is estimated as Ec ¼ �3:2 meV [22].
This applies only to the levels of the ion, since the auto-
ionizing states energies are not affected by this shift [23].
Consequently, the electron yield is unchanged while the
electron energy is shifted and the SPES spectrum is cor-
rected by this amount.
In this Letter, we will focus on the signal collected in the

14.53–15.73 eV photon energy range, below the IE of the
argon atom (ionization energy: 15.759 606 eV [24]) as well
as that of helium (24.58 741 eV). The energy range from
14.53 to 15.73 eV was cut into several ranges and sampled
by steps of 0.75 or 0.5 meV depending on the state density.
The slits size, as well as the integration time, was adjusted
depending on the signal flux, which was normalized on the
integrated photon flux. The following results were col-
lected by selecting only the events giving an Arþ2 ion.

The monochromator was calibrated on the ionization
threshold of N2 and resonances of O2, which are occurring
in the 14.53–15.73 eV range, to allow the precise overlap of
the separate scans. False coincidences were subtracted. For
each photon energy, the photoelectron spectrum obtained is
inverted by using the polar basis function expansion pro-
cedure [25] with a basis set including P0 and P2 contribu-
tions. This mathematical inversion provides the cut of the
Newton sphere which is projected on the detector: It
removes also the electrons of high energy ejected toward
the detector but induces some noise in the few center
pixels, of computation origin. No significant polarization
in the electron emission was measured. Then, only the total
signal distribution P0 will be presented.
Figure 1 presents the SPES matrix. See Ref. [7] for a

detailed description of this data treatment. Briefly, the
matrix shows the photoelectron spectrum (vertical axis)
for each photon energy. The vertical summation of the
matrix gives the electron yield (presented in blue on the
bottom of Fig. 1). It is the action spectrum for the forma-
tion of Arþ2 . Below the vertical direct ionization threshold

[15], the structures represent the autoionization reso-
nances, and they are part of the Ar2 absorption spectrum.
The white diagonal lines correspond to constant ion

FIG. 1 (color online). (Top) Selection on the 2D SPES matrix.
Intensities are mapped from blue to red. (Bottom) SPES spec-
trum [red (light) line] and electron yield [blue (dark) line] vs the
photon energy.
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energies: The photon energy minus electron energy is a
constant. In order to get the SPES spectrum, the matrix is
summed along the direction of these white lines; i.e., the
pixel intensities are summed along these lines. The corre-
sponding spectrum is presented as the red curve in Fig. 1.
We limited here the projection to electrons with energies
below 170 meV. The major improvement of the SPES
method is the detection of vibrational levels even if there
is no absorption at the energy of the vibrational level. As
shown in Figs. 1 and 2, the vibrational levels �þ0 , �

þ
1 , �

þ
2 ,

and �þ4 as well as �þ11 are observed without any difficulty,
which is definitely not the case for either the conventional
TPEPICO [16] (Fig. 2) or the ZEKE-PFI methods [17].
One can notice in Fig. 1 that the lowest vibrational levels,
such as the �þ0 state, are observed far from their threshold

energy. The SPES treatment is therefore a powerful tool to
get around the Franck-Condon spectral limitations.
Furthermore, SPES shows a clearly better signal-to-noise
ratio than TPEPICO as can be observed in Fig. 2, which
represents the SPES and the TPEPICO spectra over the
same experimental data.

The SPES spectrum was fitted by a bunch of Gaussian
functions, up to the 53rd vibration level (see Fig. 3). For
each band, a superposition of two Gaussian functions with
the same energy origin, but with different full widths at
halfmaximum (6.5 and 23meV), was used to fit the shape of

the SPES structure. All intensities and band origins
were fitted simultaneously, with a total of 159 parameters.
The band energies as well as their corresponding
standard deviation were used to fit the vibrational progres-
sion. The fitting function is of the form Eð�Þ¼ IEþ
!eð�þ1=2Þ�!exeð�þ1=2Þ2þ!eyeð�þ1=2Þ3�!e=2þ
!exe=4�!eye=8 (see Fig. 4), where the spectroscopic
constants describe the Arþ2 ground state PEC. From these
spectroscopic constants we reconstructed the RKR PEC
[26] (see Fig. 5). The resulting curve nicely matches the
PEC calculated by Merkt’s group [12] and fitted by
Bonhommeau, Halberstadt, and Viel [11].
We list in Table I the IE, the harmonic (!e), the anhar-

monic terms (!exe and !eye), and the dissociation energy
(D0) of Ar

þ
2 X2�u deduced from our fitting procedure. We

give also those of Refs. [16,17] for comparison. We notice

FIG. 2 (color online). The SPES spectrum is compared to the
TPEPICO spectrum. Both are derived from the present same set
of experimental data.

FIG. 3 (color online). The SPES spectrum and the synthetic
spectrum using a fit of the vibrational progression by a sum of
Gaussian functions.

FIG. 4 (color online). Upper trace: Energy and error bar mea-
sured as the function of the vibrational quantum number. The fit
of the progression is plotted. Lower trace: Standard deviation for
each experimental peak energy (errorbars) and the difference
between the experimental peak energies and the position of
peaks given by the fit.

FIG. 5 (color online). Black: Electron yield (autoionizing reso-
nances); green (light): SPES spectrum; blue (dark): RKR recon-
structed PEC. Red dashed line: Wave function of the ground
state � ¼ 0 of Ar2. Thin red line: PEC calculated at internally
contracted multi reference configuration interaction including
Davidson correction level with the aug-cc-pV6Z basis set and
basis set superposition error correction at the coupled cluster
approach with perturbative treatment of triple excitations level.
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that the standard deviation is quite good. All energies
issued from the best fit are within the vibration levels range
given by their standard deviation (see Fig. 4). The main
results we obtained are (i) the �þ0 is directly observable

thanks to the SPES method and is compatible with the
value given here—besides this level is located outside the
Ar2 Franck-Condon zone, (ii) an accurate IE of Ar2 is
directly determined; and (iii) this allows the accurate
measurement of the high vibration levels of Arþ2 . The
position in energy of these bands is sensitive to the shape
of the PEC close to dissociation and to the close-lying and
possibly interacting states. Figure 5 shows also the com-
puted ab initio PEC, using the internally contracted multi
reference configuration interaction including Davidson
correction method [27–29] with basis set superposition
error correction [calculated with the coupled cluster
approach with perturbative treatment of triple excitations
method [30–32] to avoid size consistency problems] and
the aug-cc-pV6Z basis setþ SOþ DK [33]. It can be seen
there that we have a good agreement between the curves
above 3 Å. In Table I are reported the harmonic and
anharmonic terms deduced from a Numerov-Cooley [34]
Hamiltonian integration of the calculated PEC. The fitting
parameters confirm that the shape of the PEC is very close
to the experimental one. Standard deviations are due to the
lack of correspondence between the Dunham coefficients
and the ‘‘true’’ curves. It gives the experimental limitation
for spectra without rotational resolution. However, the
RKR potential slightly deviates from the ab initio one,
close to the minimum, despite the large size of these
computations. This discrepancy comes most likely from
the impossibility of the state-of-the-art basis set used to
describe accurately the Ar atom at large internuclear dis-
tances and to fully consider its relativistic effects. This
work should motivate new theoretical developments in
this direction.

The fitting of the vibrational progression gives an energy
and an assignment for each white line of Fig. 1. For a given
photon energy, i.e., a given autoionization band, the signal
spots appearing for each Arþ2 vibrational level yield its

weight in the vibrational distribution. This relative distri-
bution can be modelized by the direct projection of the
vibrational wave function initially populated in the auto-
ionizing state Ar?2 on the low-lying vibrational states of

Arþ2 . These wave functions can be constructed based on a

Numerov-Cooley [34] integration of the RKR potential

energy curve. One can try to reconstruct the overlapping
part of the initially populated vibrational wave function of
Ar?2 , by using the coefficients obtained by the SPES analy-
sis. The projection remains, however, uncomplete, since
the whole Franck-Condon projection is not available
because of energetic considerations. This procedure is a
kind of reverse serial Fourier transform, but with only a
small set of coefficients and especially not necessarily the
most relevant ones.
Interestingly, these accurate experimental data can be

useful to test the reliability of the calculated potential
energy curves of the autoionizing excited argon dimer.
Indeed, one can extract some qualitative information. For
example, the autoionizing resonance at 14.960 eV (Fig. 1)
shows the coefficient go down from �þ ¼ 13 to �þ ¼ 12
and then rise starting from �þ ¼ 10. This suggests some
complexity of potential energy curves compared to the
other resonances. As already mentioned, the projection
acts as a serial Fourier transform, since the local oscillation
period of the wave function depends at a given distance on
the momentum. This is why the excited Ar?2 couples to
vibrational levels of Arþ2 having locally the same spatial

oscillation period, i.e., overlap at least partially with the
same momentum. To the best of our knowledge, this is the
first direct measurement of such an effect.
In the present Letter, we were able to observe experi-

mentally the whole set of vibrational levels of Arþ2 and to

reconstruct accurately its PEC. We measured the projec-
tion of the vibrational wave function of the excited states to
the lower-lying ionic ones. These results can be used to test
accurately calculated potential energy curves of highly
excited Ar?2 . This method can be extrapolated to other

bimolecular systems and furnish accurate data to theoret-
icians interested in dissociative electron recombination.
Generally, it can be applied to homonuclear diatomic
molecules as well as heteronuclear ones where the PEC
can be even more complex. Applying such a method to
compounds of atmospheric interest such asNþ2 orNOþ and

other compounds of interest should clearly help in the
understanding of their behavior at high layers of the atmo-
sphere. Furthermore, the complex photoionization dynam-
ics revealed by the present experimental work, where
non–Born-Oppenheimer effects are obviously in action,
should be investigated deeply by new theoretical
approaches such as those developed, for instance, by
Greene and Jungen [35].

TABLE I. Spectroscopic parameters of the ground electronic state of Arþ2 deduced from the fit of the vibrational progression.

IE (eV) !e (meV) !exe (meV) !eye (�eV) D0 (eV) Reference

14:450� 0:005 39:0� 0:1 0:283� 0:002 � � � 1:320� 0:005 [16]a

14:4558� 0:0007 38:06� 0:05 0:254� 0:006 � � � 1:3144� 0:0007 [17]

14:4564� 0:0008 37:7� 0:1 0:233� 0:004 �0:50� 0:05 1:3136� 0:0008 This work experimental

14:4645� 0:0002 37:81� 0:02 0:235� 0:001 �0:52� 0:01 1:3056� 0:0002 This work calculation

aAssuming the first level observed is �þ ¼ 3.
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Grégoire, C. Desfrancois, G. A. Garcia, L. Nahon, D.
Nandi, L. Poisson, and M. Hochlaf, Phys. Chem. Chem.
Phys. 12, 3566 (2010).

[8] P. Duplaa and F. Spiegelmann, J. Chem. Phys. 105, 1500
(1996).

[9] F. X. Gadea and I. Paidarová, Chem. Phys. 209, 281
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