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Atomistic Picture of Charge Density Wave Formation at Surfaces
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We used ultrafast electron diffraction and density-functional theory calculations to gain insight into the
charge density wave (CDW) formation on In/Si(111). Weak excitation by a femtosecond-laser pulse
results in the melting of the CDW. The immediate freezing is hindered by a barrier for the motion of atoms
during the phase transition: The melted CDW constitutes a long-lived, supercooled phase and is strong
evidence for a first-order transition. The freezing into the CDW is triggered by preexisting adsorbates.
Starting at these condensation nuclei, the CDW expands one dimensionally on the In/Si(111) surface,

with a constant velocity of more than 80 m/s.

DOI: 10.1103/PhysRevLett.109.186101

Phase transitions in condensed matter are accompanied
by a change in the electronic and geometric structure.
The transition requires the collective motion of atoms on
a complicated reaction path from one minimum of the
multidimensional potential energy landscape to another.
The presence of a barrier strongly affects the dynamics
of such processes and defines a phase transition as a
first-order transition. If the barrier is too high, the system
remains in a metastable state for a long time without being
able to reach the ground state. However, by the insertion
of seeds the collapse of the system into the ground state
may be triggered.

In strictly one-dimensional (1D) systems with short-
range interactions there can be no phase transitions (see,
e.g., Ref. [1]). This may change for real, quasi-1D systems
due to the coupling to the environment. Highly anisotropic
surface reconstructions are frequently used to study phe-
nomena of 1D physics like non-Fermi liquidity [2] or the
formation of Peierls condensates [3]. The indium-induced
(8 X 2)/(4 X 1) reconstruction of the Si(111) surface [see
Figs. 1(a) and 1(b)] is one of the most intensively inves-
tigated model systems in this context. It features a metal-
insulator transition, the atomic mechanism of which has
been elusive for a long time; see, e.g., Refs. [3,4]. At room
temperature, the (4 X 1) phase is a quasi-1D conductor.
Upon cooling, it transforms into a nonconducting (8 X 2)
low-temperature phase by a Peierls-like distortion [5,6]
corresponding to the formation of a charge density wave
(CDW) [3,7-14]. The phase transition is facilitated by the
opening of a fundamental band gap of the order of 100 meV
which lowers the total energy of the electron system [7].

In this Letter, we use ultrafast electron diffraction and
density functional calculations to gain insight into the
CDW formation on In/Si(111). Initially, a transition
from the low-temperature (8 X 2) ground state into the
excited (4 X 1) state was triggered electronically by a
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femtosecond-laser pulse resulting almost instantaneously
in a melting of the CDW, as already reported for optical
excitations of CDWs in bulk systems [15—17]. The imme-
diate freezing back into the CDW is hindered by an energy
barrier; thus the melted CDW remains in a long-lived,
supercooled excited phase. The freezing back into the
CDW is ultimately triggered by preexisting adsorbates:
Starting at the condensation nuclei, the CDW expands one-
dimensionally on the In/Si(111) surface, with a constant
velocity.

The experiments were performed under ultrahigh vac-
uum conditions at a base pressure of 2 X 10~'® mbar. The
samples, each of which had a width of 2 mm, were cut from
commercial Si wafers, and mounted on a liquid helium
cryostat, allowing for sample cooling with liquid helium
to a base temperature of 20 K. Clean Si surfaces were
prepared by short flash-anneal cycles up to 1500 K. The
(8 X 2) In/Si(111) reconstruction was prepared in situ by
indium deposition on a clean silicon sample at a substrate
temperature of 700 K. The integrity of the reconstruction
during deposition, prior to deposition, and after each ex-
periment was confirmed by low energy electron diffraction
and reflection high energy electron diffraction (RHEED).

The melting and freezing of the CDW was observed by
ultrafast time-resolved RHEED applying a pump-probe
scheme in which the laser pulses excite the sample and
variable delayed electron pulses probe its subsequent
evolution [18]. Laser pulses of approximately 50 fs dura-
tion at 800 nm (1.55 eV) from a 5 kHz chirped pulse
amplified titanium sapphire laser were used for the excita-
tion of the (8 X 2) In/Si(111) CDW phase at a fluence of
2.1 mJ/cm?. The excited sample area (3 X 2 mm?) was
larger than the area probed by the electron beam
(0.4 X 2 mm?). Ultrashort electron pulses were generated
through photoemission from a thin Au-cathode backillu-
minated by a femtosecond-laser pulse [19]. Diffraction
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(a) The (8 X 2) ground state exhibits a Peierls distortion with the formation of a CDW. (b) The high temperature

phase is metallic, and the Peierls distortion is lifted. Atomic structure of the In-induced surface reconstruction on Si(111) [24] and
calculated band structures of the hexagon model (a) and zigzag chain (b) of the In-Si(111) surface calculated by using density
functional theory within a (4 X 2) surface unit cell. RHEED patterns recorded at 20 K: (c) is taken prior to excitation depicting the
(8 X 2) ground state, and (d) is taken after laser excitation at a delay of 80 ps. The 8 X spots and twofold streaks have disappeared.
(e) Difference image of the two RHEED patterns. Blue corresponds to an intensity decrease, and red to an increase: the 8 X spots and
twofold streaks disappear while the (4 X 1) spots become stronger. (f) Transient intensity evolution of the RHEED spots upon
excitation at 20 K and a laser fluence of 2.1 mJ/cm?. Solid lines describe an exponential fit.

patterns were taken as a function of the time delay between
the excitation of the sample by an initial femtosecond-laser
pulse (pump) and the electron pulse (probe). Electrons with
an energy of 7 keV were diffracted at a grazing angle of
incidence of ~5° at the surface. The diffraction patterns
were intensified by using a microchannel plate detector and
recorded by a cooled CCD camera.

The change in the RHEED pattern upon excitation is
evident from Fig. 1. The pattern in Fig. 1(c) was taken
prior to the temporal overlap and shows the (8 X 2) ground
state. The twofold streaks and 8 X spots are clearly visible.
The pattern in Fig. 1(d) was taken after excitation at a
delay time of 80 ps and depicts the excited state. The
twofold streaks and the 8 X spots have vanished, and only
the (4 X 1) spots are still visible; this means that the phase
transition took place. This transition is even more obvious
from Fig. 1(e) where a RHEED pattern without pump pulse
is subtracted from a RHEED pattern with pump pulse.
Blue colors indicate intensity loss, and red colors indicate
intensity gain. All the 8 X spots and all the twofold streaks
disappeared, while the (4 X 1) spot intensity increased.
The intensity of the (4 X 1) spots (red), 8X spots (blue),
and twofold streaks (light blue) are plotted versus the delay
time in Fig. 1(f)). Within our temporal resolution, the
intensity rise of the (4 X 1) spots and the decay of the
8X spots and the twofold streaks occurred simultaneously.
In addition, the time constants for the deexcitation (red)

and the recovery of the ground state (light and dark blue)
are almost identical with 7 = 440 ps.

The clearly visible intensity increase of the (4 X 1) spots
cannot be explained by surface heating. Because of the
Debye-Waller effect an increase in temperatures results
in an intensity decrease [20]. It is therefore imperative to
conclude that a structural transition of the geometric posi-
tion of the atoms in the surface unit cell took place.

To further rule out a thermal excitation of the phase
transition, we determined the maximum rise of the surface
temperature caused by the laser pulse from the Debye-
Waller effect [21,22] using the (4 X 1) reconstruction.
Assuming that the absorption coefficient for 1.55 eV
photons is the same for both the (4 X 1) and the (8 X 2)
reconstruction, a maximum temperature change AT < 10 K
is obtained. This almost negligible rise in temperature
excludes a thermal excitation of the phase transition:
The sample cannot be heated from a base temperature of
20 K beyond the phase transition temperature that has
been measured [7,8,10,12,14] and calculated [23] to lie
between 95 and 130 K. It is concluded that the transition
to the (4 X 1) phase, i.e., the melting of the CDW, is solely
electronically driven.

Upon excitation with the femtosecond-laser pulse, elec-
tron hole pairs were generated. Thermalization of the
electron system results in the occupation of conduction
band states close to the fundamental gap. Thus, the driving
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FIG. 2 (color). Energetics of the phase transition. Calculated
total energy per (8 X 2) surface unit cell in dependence of the
reaction coordinate Q describing the (4 X 1) — (8 X 2) phase
transition. The transition from the metastable (4 X 1) phase into
the (8 X 2) ground state is hampered by an energy barrier of
40 meV.

force for the Peierls-like distortion is lifted. Consequently,
the semiconducting (8 X 2) reconstruction of the CDW
ground state changes into the metallic (4 X 1) phase. The
observed time constant of 7 = 440 ps for the recovery of
the (8 X 2) ground state, however, is surprisingly long
compared to lifetimes of electronic excitations at surfaces,
which are typically well below 10 ps. The mechanism of
the Peierls instability-driven (8 X 2) — (4 X 1) phase tran-
sition has been controversially discussed since its discov-
ery. As recently reviewed in Refs. [3,4,24], some authors
argue in favor of a first-order transition, while others find
indications for a second-order process. Both order-disorder
and displacive mechanisms are discussed for the phase
change. The present demonstration of a long-lived, meta-
stable (4 X 1) phase far away from thermal equilibrium
rules out the order-disorder scenario and is strong evidence
for a first-order transition.

In order to gain deeper insight into the energetics of the
phase transition, we performed density-functional calcula-
tions using the VASP package [25] with computational
details corresponding to the ones in Ref. [23]. The surface
energy of the indium-reconstructed Si(111) is plotted in
Fig. 2 along the generalized reaction coordinate Q obtained
by superimposing the soft shear and rotary phonon eigen-
vectors that transform between the (4 X 1) and the (8 X 2)
phase [24]. We found the transition from the (4 X 1) phase
to the (8 X 2) structure to be hampered by an energy
barrier of about 40 meV. Thus, a long-lived excited surface
phase may indeed form: The system is then trapped in a
metastable (4 X 1) excited state. In analogy to a super-
cooled liquid, one might even expect the freezing, i.e., the
transition back to the (8 X 2) ground state, to be facilitated
by condensation nuclei, possibly in form of adsorbates.

To verify this assumption experimentally, we monitored
the phase transition dynamics upon controlled adsorption
of molecules from the residual gas. The transient intensity
evolution of the (8 X 2) (black to green dots) and (4 X 1)
spots (red to yellow dots) is plotted in Fig. 3(a) for various

a)

1.4 1/8 1/4 t,,(s) In/Si(111)
e ¢ 480 (8x2)«>(4x1)
e ¢ 600 20K
° ¢ 1080 2.1 mJ/cm?
= ® ¢ 1560
5 1.2
g 2040 [
2
‘@
3
= 1.0 ;
°
Q.
n
0.8 1
(8x2)
-400 -200 0 200 400 600 800 1000
Delay time At (ps)
Adsorption time £, (s)
0 1000 2000 3000 4000 5000
500 L L L L L L L
b) \T 500 [
5 400 $T=100K 8 w0 )
£ J. g 300 V2
e ; ,/\36 T
@ 300 g 200 Vol ‘l«\\%’
= N At 8 AT
=1 lad o) 4
- * o 100 e
§ 200 L\/ 7
§ i\‘ Diszgncezt?etwggn a:soorbeft()es I: ?nm)70
o 100 \<}\<>\<> T.=140K
—_—
0 T T T T T
0 1 2 3 4 5 6

Adsorbate density (102 cm2)

FIG. 3 (color). Recovery of the (8 X 2) ground state. (a) The
recovery of the (8 X 2) ground state strongly depends on
adsorption from the residual gas. With increasing adsorbate
density the recovery time constant 7 changes from 7 = 415 ps
for the first experiment after 7,4 = 480 s (dark red data points) to
7 = 54 ps after t,4 = 4800 s (light yellow data points). (b) Time
constant 7 for the recovery of the (8 X 2) reconstruction as a
function of adsorbate density. The solid line describes a 1/,
behavior. From the slope in the inset we derive a velocity of
the propagating phase front of vy, = 82 m/s.

adsorption times #,4. With increasing adsorbate coverage,
we observed a strong decrease in the time constant, as
depicted in Fig. 3(b). The shortest observed time constant
was 7 = 54 ps for an adsorption time of #,g = 75 min.
The solid line shows a fit to a 1/1,4 behavior. Obviously,
the adsorption from the residual gas drastically shortens
the recovery time of the (8 X 2) ground state by almost a
factor of 10.

Sticking to the analogy with a supercooled liquid, the
insertion of seeds, i.e., condensation nuclei, initiates the
freezing, which then propagates with constant velocity.
Here, freezing means recovery of the (8 X 2) ground
state. Because of the highly anisotropic nature of the
indium-induced Si surface reconstruction this phase front
propagates only one-dimensionally along the direction of
the indium chains. Therefore, the velocity of the phase
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FIG. 4 (color). Propagation of the phase front of the (8 X 2)
ground state. Top: Adsorbates with a mean separation [, act as
seeds (red dots). v(gxy) is the velocity of the propagating phase
front. Bottom: A snapshot from the ab initio molecular dynamics

simulations depicts the transition from the metastable (4 X 1)
phase to the (8 X 2) ground state.

front vgxy) within the one-dimensional In wire and the
averaged distance /,4 between the condensation nuclei
determine the time constant 7 for the complete recovery
of the (8 X 2) ground state:

7= la/2ugxa),

as sketched in Fig. 4. In addition, assuming a linear
relation between adsorbate coverage ©,4 and the time
t,4> the distance between the adsorbates in one row obeys
lg © 1.4'; consequently, it holds 7 o 7_j!. This is indeed
the experimental finding shown in Fig. 3(b). An estimate
for the distance [,4 between adsorbates in one individ-
ual row can be obtained from the shift of critical tempe-
rature Tc as a function of the adsorbate density ©,4.
We observed ATc= +40 K after adsorption for
t,g = 75 min. According to Lee and Shibasaki [26,27],
such a change in T¢ is induced by an adsorbate density
of ®,4 = 6 X 102 cm~? as determined by scanning tun-
neling microscopy [27]. The distance [,y between the
adsorbates, together with the measured time constant 7,
are sufficient to determine the lower limit of the phase front
velocity v(gxy). The present experimental data result in a
value of vgx,) = 82 m/s. This value rests on the assump-
tion that all adsorbates irrespective of species and adsorp-
tion site act as condensation nuclei and initiate a phase
transition. However, due to the complexity of the (8 X 2)
surface reconstruction, not every adsorbate is likely to
trigger a phase transition. In fact, it was found that some
adsorbates stabilize the (4 X 1) phase [26-28].

To obtain microscopic insight into the phase transition
mechanism, we performed ab initio molecular dynamics

simulations [25] for the (4 X 1) surface phase at 20 K using
a (8 X 12) slab with periodic boundary conditions. The
simulations (a snapshot is shown in Fig. 4) confirm that
the phase transition starts exclusively from condensation
nuclei and propagates by changing the atomic structure of
subsequent unit cells one after the other with an average
velocity of v(gyo) = 850 m/s. Comparing this value with
the velocity of 82 m/s derived from the measured data,
we conclude that not every adsorbate acts as a seed for
the phase transition.

In summary, it is found that the CDW ground state of the
In/Si(111) surface can be melted by femtosecond-laser
excitation with negligible thermal heating of the surface.
The periodicity doubling of the Peierls distortion is lifted,
the band gap closes, and the surface becomes metallic. The
instantaneous freezing of the CDW, i.e., the recovery of the
Peierls-distorted ground state of the In/Si(111) system, is
hampered by an energy barrier for the motion of atoms. A
supercooled metastable surface phase far away from ther-
mal equilibrium is created by laser excitation—a state of
matter which otherwise is inaccessible. This supercooled
surface phase can be observed at time scales much longer
than picoseconds. The freezing of the CDW is ultimately
triggered by heterogeneous nucleation of the ground state
at adsorbates. It propagates from these preexisting seeds—
comparable to a falling row of dominoes—roughly with
the speed of sound.
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