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Crystalline and amorphous materials composed of the same atoms exhibit strikingly different proper-

ties. Likewise, the behavior of materials composed of mesoscale particles depends on the arrangement of

their constituent particles. Here, we demonstrate control over particle arrangement during agglomeration.

We obtain disordered and ordered agglomerates of the same alkyl thiol-coated gold nanoparticles

depending on temperature and solvent. We find that ordered agglomeration occurs exclusively above

the melting temperature of the ligand shells. Many-particle simulations show that the contact mechanics of

the ligand shells dominate the order-disorder transition: Purely spherical particle-particle interactions

yield order, whereas localized ‘‘stiction’’ between the ligand shells leads to disorder. This indicates that

the ‘‘stickiness’’ and the packing of the agglomerates can be switched by the state of the ligand shells. It

suggests that contact mechanics govern ordering in a wide range of nanoparticles.

DOI: 10.1103/PhysRevLett.109.128302 PACS numbers: 82.70.Dd, 65.80.�g, 66.30.Pa, 68.35.Rh

Controlling the crystallization of particles in the nano-
meter size range has broad implications. In biology for
example, the protist Paramecium crystallizes certain pro-
teins and changes their crystallinity to rapidly release
energy for defensive purposes [1]. In materials synthesis,
monodispersed nanoparticles have been assembled into
crystalline ‘‘superlattices’’ with properties that are differ-
ent from the continuous bulk [2–4]. It is technologically
important to know under which conditions such lattices
form. If we could control whether particles assemble into
crystalline or amorphous agglomerates, we could change
the material properties that depend on order.

The agglomeration of sterically stabilized nanoparticles
in unpolar solvents can be induced by cooling the disper-
sion below a critical temperature at which the packing of
the ligand chains changes [5–7]. Cooling has been reported
to induce an attractive glass transition in such suspensions
[8] and to yield irregularly packed agglomerates.
Agglomeration can also be induced by precipitation by
incompatible solvents [9,10], which can yield regular
superlattices [2,9]. The agglomeration of charge-stabilized
nanoparticles in water does not exhibit such a dichotomy.
Lin et al. observed that the interactions of destabilized,
aqueous gold nanoparticles upon contact are so strong that
reconfiguration is impossible and fractal agglomerates
form [11].

Here, we report the switching between amorphous and
crystalline agglomeration of monodisperse gold nanopar-
ticles coated by alkyl thiol monolayers. We show that the
order depends on the contact mechanics of the ligand
shells, which we control via temperature. At low tempera-
tures, the ligand shells impede the lateral motion that is

necessary for the particles to reach crystalline configura-
tions [12], and amorphous agglomerates form.
A synthesis route adapted from Zheng et al. [13] was

used in this work to obtain gold nanoparticles coated either
with dodecanethiol (to which we refer as ‘‘C12’’ in the
following), hexadecanethiol (‘‘C16’’), and octadecanethiol
(‘‘C18’’). Transmission electron microscopy (TEM) con-
firmed the uniform gold core of all particle-ligand systems.
The average core radius for the three particle types used
was 3:2� 0:3 nm. Dynamic light scattering (DLS) indi-
cated slightly larger hydrodynamic radii, proving that the
cores were covered by the alkyl thiols: 4.5 nm for the
particles coated with dodecanethiol, 5.2 nm for hexadeca-
nethiol, and 5.3 nm for octadecanethiol. DLS experiments
also indicated that the suspensions were free of agglomer-
ates at least at temperatures above 30 �C after filtering.
The interactions between such ligand-coated parti-

cles are described by the Flory-Huggins theory [14].
Attractions should increase for poor solvents and low
temperatures. In good, unpolar solvents, we found that
below a ligand-specific temperature Tp, the particles

started to agglomerate and the mean hydrodynamic radii
measured by DLS increased. This transition was fully
reversible: an increase of the temperature above Tp led

to dissociation of the agglomerates as indicated by a
decrease in the mean hydrodynamic radii. Figure 1
shows a typical DLS experiment that we used to quantify
the temperature-dependent agglomeration. The agglom-
eration temperature Tp increased with the chain length

Nc of the alkyl thiols from Tp � �15 �C for C12 to �
20 �C for C16 to � 30 �C for C18 particles. For
all three nanoparticle types, TEM indicated spherical,
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amorphous agglomerates like the one shown in the inset
of Fig. 1.

When we added poor, polar solvent, DLS indicated
agglomeration at much higher Tp, as expected. Tp in polar

solvents was often so high that we could not sufficiently
heat the solvent to dissolve the agglomerates. We precipi-
tated agglomerates at different temperatures by adding
polar solvent, removed the agglomerates from the solution,
and prepared them for TEM observation.

Although all samples were prepared for TEM identi-
cally, there were clear morphological differences depend-
ing on temperature: agglomerates formed in polar solvent
below a ligand-dependent ‘‘crystallization temperature’’
Tc were consistently amorphous (see Fig. 2), whereas
agglomerates formed at temperatures above Tc contained
crystalline arrangements of nanoparticles. Crystallinity
was clearly visible in electron transmission and diffraction.
We also recorded synchrotron small-angle x-ray scattering
(SAXS) spectra of the agglomerates in solvent and found
the same temperature-dependant crystallinity (see the
Supplemental Material [15]).

The crystallization temperature Tc increased with the
ligand chain length similarly to the agglomeration tem-
perature Tp. Crystallization occurred above �7 �C for

C12, above 42 �C for C16, and above 52 �C for C18
particles, respectively. These temperatures correlate to re-
ported melting temperatures of particle ligand shells of
approximately �5 �C (C12), 40 �C (C16), and 50 �C
(C18) [16]. Differential scanning calorimetry experi-
ments confirmed that our particles’ ligand shells melt at
around Tc.

Our observations are summarized in an Nc-T phase
diagram (Fig. 3) with two phase boundaries: the transition
from dispersed to agglomerated particles at Tp upon

cooling in good, unpolar solvent and the transition from

amorphous to crystalline agglomeration at Tc in poor, polar
solvent. Two features of this phase diagram are unex-
pected. First, agglomeration occurs at higher temperatures
for particles with longer ligand chains. One would expect
longer chains to shield the dispersive attractions be-
tween the gold cores better, lower the energy difference
between the dispersed and agglomerated state and, there-
fore, lower the agglomeration temperature. Second, crys-
talline agglomerates occur only at high temperatures.
The lowest energy state of spherical monodisperse par-

ticles is crystalline [17]. Amorphous configurations can be
stabilized by size polydispersity [18], anisotropic interac-
tions [19], or jamming of the particles [20]. We can rule out
size polydispersity as an origin for this behavior because
the same samples exhibited amorphous packing at low
temperatures and crystalline ordering at higher tempera-
tures. The interactions between the gold cores are unaf-
fected by temperature in the ranges of our experiments.
Instead, we believe that amorphous agglomeration is gov-
erned by the contact mechanics of the ligand shells.
Because neither analytical theories nor energy-based

Monte Carlo simulations can describe the velocity-
dependent dynamics of the interacting viscous ligand
layers, we used Langevin dynamics simulations [21,22]
to investigate the experimentally observed behavior.
Nanoparticles with alkyl thiol coatings were modeled as
spherical beads with a Hamaker type attraction between
the gold cores and a suspension stabilizing repulsion from

T = -15°C T = -10°C

T
c

amorphous crystalline

T = -5°C T = 0°C

T = 35°C T = 40°C T = 45°C T = 50°C

T = 45°C T = 50°C T = 55°C T = 60°C

FIG. 2. Transmission electron micrographs of agglomerates
formed upon addition of polar solvent at different temperatures.
The ordering of the particles in the agglomerates depended on
the temperature at which agglomeration was triggered and on the
ligand chain length. For a given ligand chain length Nc, crys-
talline agglomerates were only observed above a specific ‘‘crys-
tallization temperature’’ Tc.

FIG. 1 (color). Mean hydrodynamic particle radii of C18 par-
ticles from DLS measurements as a function of temperature. At a
ligand specific temperature Tp, the particles start to agglomerate

upon cooling. Heating above this temperature dissolves the
agglomerates reversibly. The inset shows a transmission electron
micrograph of a typical spherical amorphous agglomerate
formed upon cooling below Tp.
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the overlap of the ligand shells. We first tested whether the
viscosity of the ligand shells could explain amorphous
agglomerates. For this, the viscosity of the alkyl thiol shells
was phenomenologically represented by additional hydro-
dynamic interactions [23]. However, regardless of the
choice of parameters we found either free nanobeads or
crystalline agglomerates as stable states. Agglomeration
was slowed down by this ligand viscosity, but this velocity-
dependent interaction could not stabilize the amorphous
agglomerates.

Correct modeling of the alkyl thiol monolayers that form
the ligand shells of our particles apparently requires a more
complex model. The monolayers are known to exhibit a
phase transition between a molten and an ordered solid
state, with the respective melting temperature close to the
amorphous-crystalline transition temperature Tc observed

in our experiments [16]. Rather than setting up a detailed
model of the many flexible alkyl thiol chains, we used a
phenomenological description akin to the classical model
of stiction. Typical relaxation times of polymers are on the
order of 10�7 s, while a Brownian collision between par-
ticles occurs on a scale of around 10�1 s [14]. The dynam-
ics of the ligand chains are therefore neglected in the
model. Instead, spontaneous harmonic bonds are estab-
lished within overlapping regions of the ligand shells of
adjacent beads. These elastic contacts can be broken when
they are strained beyond a certain tension [see Figs. 4(a)
and 4(b)]. The two central parameters are the depth of the
radially symmetric interparticle potential, V0, and the bar-
rier height � of the transient sticky interligand potential.
The case of nonsticky particles is recovered for � ! 0.
Further details on this model can be found in the
Supplemental Material [15]. We expect that the particles
will form crystals for � ! 0 and V0 <�1kBT, but that a
sufficiently strong transient interligand potential � will
cause the particles to stick together wherever they
first touch so that they remain trapped in amorphous
agglomerates.
The simulations were run with 100 beads in a 100 nm

wide cubic simulation box with periodic boundary condi-
tions. To classify the ordering of the agglomerates, a
distance cutoff was used to convert the snapshots into
an association network [22,24], from which the degree
distribution PðkÞ was determined and then averaged over
the runs and over time. Typical PðkÞ curves are shown in
Fig. 4(c). For unbound beads, the ‘‘neighbors’’ result from
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FIG. 3 (color). Agglomeration behavior from experiment and
simulations. The letters A, X, and F denote amorphous, crystal-
line, and free agglomerates, respectively. (a) Experimentally
determined phase diagram for the formation of amorphous and
crystalline agglomerates. Nc denotes the number of carbon
atoms in the ligand chains on the particles. The red line visual-
izes the boundary Tc between precipitation of crystalline and
amorphous agglomerates in poor, polar solvent and the green
line the onset of agglomeration at Tp upon cooling in good,

unpolar solvent. (b) Phase diagram from simulations showing the
agglomerates’ morphology depending on the radial interparticle
potential V0 and the transient interligand stiction barrier height
�. The broken red lines are guides to the eyes to visually
distinguish the three regimes more clearly.

FIG. 4 (color). Implementation of the transient interligand
potential. (a) Sketch of four nanobeads forming a complex in
which the ligand shells partly overlap and the ligands on differ-
ent beads interdigitate. (b) In the simulations, transient interli-
gand ‘‘bonds’’ phenomenologically describe how the ligands
from different nanobeads stick to each other. These bonds break
when the two nanobeads are displaced or rotated relative to each
other by more than a specified distance. (c) Typical averaged
degree distributions obtained from the particle association net-
works from the simulations for the cases of free particles (blue)
and for amorphous (green) and crystalline agglomerates (red),
respectively.
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transient collisions with other beads. The maximum of
PðkÞ is at k ¼ 0. There were rarely more than four beads
touching in any of the snapshots [blue curve in Fig. 4(c)].
For an amorphous aggregate, PðkÞ has a broad maximum
around k ¼ 6 . . . 8 (green curve), while a hexagonal crystal
lattice is characterized by a distinct peak at k ¼ 12 direct
neighbors. For an infinite perfect lattice this peak would be
the only nonzero value of PðkÞ, but in our simulations
many beads reside on the surface of the small crystallite.
This leads to the shown broad distribution around k ¼
6 . . . 8 plus the distinct k ¼ 12 ‘‘crystal peak’’ (red curve).

Scanning V0 and �, we obtained the phase diagram
shown in Fig. 3(b). As expected, the beads did not agglom-
erate for small values of both V0 and �. Strong interligand
potentials � led to amorphous aggregates regardless of the
interparticle potential V0. Between these two regimes,
crystalline agglomerates formed for vanishing � and
V0 <�1kBT—attractive particles with a smooth sur-
face—and for � between 0:04 . . . 0:4kBT in a wide range
of V0, i.e., for weakly attractive particles with some ligand
stiction. For V0 ! 0 the crystalline region narrowed, but
ordering was found even close to V0 ¼ 0.

Interestingly, crystalline agglomerates formed for
weakly attractive cores (small V0) with interligand poten-
tials well below the usual threshold of 1kBT. Here, agglom-
eration is a multiparticle process where an incoming bead
touches multiple other beads. Together they can prevent it
from leaving again while it can still move to an energeti-
cally more favorable position. Only when the interligand
binding became too stiff for � > 0:4kBT was rearrange-
ment hindered and were amorphous complexes formed.

For an interpretation of the experimental findings we
now have to map the three variables of the experiments, the
temperature T, the ligand chain length Nc, and the solvent
polarity, to the two simulation parameters V0 and �. First,
consider agglomeration above Tp induced by a more polar

solvent. This corresponds to an increase of the spherical
interparticle attraction V0 below�1kBT in the simulations
which leads to agglomeration regardless of the ligand
interaction. Second, when T is increased in the experi-
ments, crystalline rather than amorphous agglomerates
are found. This transition occurs in the simulations when
the spontaneous interligand potential � is decreased. The
opposite transition is observed in the experiments for an
increasing ligand chain length Nc; i.e., an increase of Nc

corresponds to a deeper �.
Two experimental variables—Nc and T—therefore de-

fine the simulations’ �, but with opposite effects. To keep �
constant for longer chains, T has to be increased. The
experimental phase diagram highlights this balance: the
longer the ligands, the higher the transition temperature
between amorphous and crystalline agglomeration. The
diagonal boundary in the experimental T-Nc phase diagram
that separates crystalline from amorphous agglomerates
therefore corresponds to an approximately constant � in

the simulation. A graphical representation of this mapping
is a clockwise rotation of the experimental T-Nc phase
diagram by roughly 45�.
Thus, spontaneous entanglement of the ligand shells is

required in the simulations to reproduce the experimentally
observed behavior. A spherically symmetric interparticle
potential alone is insufficient to explain the observed order-
disorder transition. Both the interparticle and the interli-
gand potentials contribute to the energetic landscape in
which agglomeration takes place. The spherically symmet-
ric interparticle potential defines the global minimum, i.e.,
the crystal state, while the spontaneous ligand-ligand con-
tributions provide local energy barriers that can keep the
agglomerate in a metastable amorphous state.
These local energy barriers also explain why the ag-

glomerates are more stable at higher temperatures when
the alkyl ligand chains are longer: the stronger spontaneous
entanglement between the thicker ligand shells more than
compensates for the reduced core-core attraction due to the
larger separation. Furthermore, the addition of a polar
solvent reduces the solubility of the ligand shells such
that not only the gold cores but also the ligands contribute
to the isotropic attractive interparticle potential.
The importance of the ligand-ligand interactions for the

agglomeration process is remarkable. Gold has a large
Hamaker constant and alkyl thiol monolayers are amongst
the thinnest ligand shells used in unpolar particle disper-
sions. We may therefore conclude that the assembly of
nanoparticles with lower Hamaker constants that do not
involve permanent charges or dipoles is dominated by the
ligand shells, too. Even the attractive contribution that
causes agglomeration may be due to the ligands. We note
that such a small influence of the core-core interaction on
nanoparticle assemblies is consistent with results by
Luedtke and Landman who performed molecular dynam-
ics simulations on small alkyl thiol passivated gold nano-
particles in vacuum [25].
These results have profound consequences for the under-

standing and application of particle-based materials. So
far, ligands have mainly been chosen for synthetic conve-
nience and to provide a stable dispersion. We show here
that the interactions upon contact (measurable, for ex-
ample, by colloidal AFM [26]) are important factors in
particle assembly. A careful choice of ligands increases the
propensity of the particles to self-assemble. We believe
that further tuning of the contact mechanics between par-
ticles will allow us to target a wide range of agglomerate
structures in a single colloid: loose, fractal diffusion-
limited aggregation structures, amorphous agglomerates,
and dense, crystalline particle superlattices can all be
formed on demand.
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