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The zigzag edge of a graphene nanoribbon is predicted to support a spin-polarized edge state. However,

this edge state only survives under a pure sp2 termination, and it is difficult to produce thermodynamic

conditions that favor a pure sp2 termination of a graphene edge, since the edge carbons generally prefer to

bond to two hydrogen atoms in sp3 hybridization, rather than one hydrogen, as sp2. We describe how to use

the steric effects of large, bulky ligands to modify the thermodynamics of edge termination and favor the

sp2 edge during, e.g., chemical vapor deposition. Ab initio calculations demonstrate that these alternative

terminations can support robust edge states across a broad range of thermodynamic conditions. This

method of exploiting steric crowding effects along the one-dimensional edge of a two-dimensional system

may be a general way to control edge reconstructions across a range of emerging single-layer systems.
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The unusual electronic properties of graphene, including
ultrahigh electron mobility and Dirac fermions, have ig-
nited intense research interest directed towards both fun-
damental physics [1–3] and potential device applications
[4,5]. Graphene nanoribbons are particularly intriguing
since they both provide a means to generate quantum-
confinement gaps [6,7] and spin-polarized edge states on
the zigzag edge [8,9], possibly including voltage-tunable
half metals [10]. Such ribbons could be fabricated either by
lithography [11,12], chemical vapor deposition [13,14],
sonochemical [15,16] or chemical cutting of graphene
sheets [17,18], or unzipping of nanotubes [19,20].
Different theoretical studies including tight binding
[21–24], mean-field theory [25–29], renormalization group
[30], continuum models [31], quantum Monte Carlo cal-
culations [32,33], and density functional theory [34–37]
have found a spin-polarized edge state on the zigzag edges
of graphene nanoribbons. However, the edge state sup-
ported by the zigzag edge requires a specific edge termi-
nation: a single, single-bonded ligand attached to each
edge carbon to retain the sp2 bond geometry and liberate
a� electron to populate the edge state. In contrast, a pair of
single-bonded ligands on each edge carbon would generate
local sp3 coordination at the edge, and this termination
does not support an edge state. Unfortunately, a careful
computational study of hydrogen-terminated ribbons dem-
onstrated that the less interesting sp3 termination (as de-
picted in Fig. 1) is thermodynamically favorable across a
wide range of conditions [38,39]; the sp2 edge geometry is
favored only at extremely low hydrogen partial pressures.

Here, we demonstrate that steric effects induced by a
careful choice of capping ligand can reverse this thermody-
namic preference and make the desirable sp2 termination

thermodynamically favored across a broad range of con-
ditions. To understand the geometrical crowding effects at a
zigzag edge, consider idealized spherical ligands attached
to a zigzag edge, each at a typical single-bond distance
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FIG. 1. Top: Three possible edge terminations for a zigzag
graphene nanoribbon: pure sp2 (Z1), pure sp

3 (Z2), and a mixed
state (Z21) with alternating configurations. Center: A recon-
structed zigzag edge with alternating pentagon and heptagon
rings. Bottom: Other kinds of defective zigzag edges. All dis-
tances are in units of angstroms.

PRL 109, 076802 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending

17 AUGUST 2012

0031-9007=12=109(7)=076802(5) 076802-1 � 2012 American Physical Society

http://dx.doi.org/10.1103/PhysRevLett.109.076802


(1.5 Å) from the edge carbon atom. As a thought experi-
ment, allow these ligands to expand in radius. Figure 2
depicts the resulting geometries for both sp2 and sp3 ter-
minations. Surprisingly, the ligands on neighboring edge
carbons are actually closer to each other (2.45 Å) than are
the two ligands both attached to the same carbon atom
(2.49 Å). Hence, capping ligands will collide first between
neighboring edge carbons, and only later will ligands at the
same carbon collide. However, themore roomy geometry of
sp2 termination allows for a mode of elastic accommoda-
tion that is unavailable to the sp3 case: the ligands can
stagger up and down, out of each others’ way, as depicted
on the right side of Fig. 2. We seek capping ligands suffi-
ciently large that crowding between ligands on neighboring
edge carbons forces stagger and, hence, suppresses the sp3

termination. More generally, the strategy of exploiting geo-
metrical crowding effects along the one-dimensional edge
of a two-dimensional sheet may provide a general means of
controlling edge reconstructions across broad classes of
single-layer or few-layer systems.

Highly symmetric termination groups are particularly
attractive, since they provide the minimal number of inter-
nal degrees of freedom to accommodate elastic deforma-
tion without stagger. We have considered two such ligands:
methyl [� CH3] and the larger tertiary-butyl [� CðCH3Þ3].
Highly substituted molecules with similar ligands (deca-
methylanthracene, dodecamethyltetracene) are known
[40–42]. If these terminating groups are to be introduced
during the synthesis of graphene (e.g., during chemical
vapor deposition at elevated temperatures), then the pri-
mary carbon feedstock that builds the graphene should be a
more active hydrocarbon species (such as triple-bonded
acetylene), and the reaction conditions (i.e., temperature,
pressure, carrier gas, precursor concentrations, etc.) should
be tuned so that the precursors to the desired terminating
groups (which are more saturated and, hence, likely to be
more stable than acetylene) do not also decompose, and
undesirable side reactions are suppressed. In the elevated
temperature regime characteristic of, e.g., chemical vapor
deposition, an energetic comparison of various possible
edge terminations can provide useful guidance as to the
most favored edge geometry.

We performed plane-wave density functional calcula-
tions using the VIENNA ab initio simulation package using
projected augmented waves [43] with the Perdew-Burke-
Ernzerhof [44] variant of the generalized gradient approxi-
mation, an energy cutoff of 400 eV, and a 13� 1� 1
Monkhorst-Pack grid [45]. All structures are simulated in
periodic supercells within a slab geometry, structurally
relaxed with total energies converged to 10 meV. The c
axis distance between two nanoribbons is 30 Å and the
center-to-center in-plane distance between two ribbons is
40 Å independent of ribbon width, which is varied from
N ¼ 4 to N ¼ 12 following the standard (N, 0) notation
for zigzag nanoribbon structures. Since the system must be
able to accommodate a staggered, geometrically crowded
ligand geometry, the unit cell along the ribbon axis is at
least double the pristine graphenic cell length. Non-spin-
polarized, ferromagnetic, and antiferromagnetic interedge
spin configurations are considered, using the non-spin-
polarized case for structural relaxation (magnetic energies
have little effect on the structural relaxation). Following
the notation from the work of T. Wassmann et al. [38,39],
we denote a zigzag edge with ni ¼ 1, 2 terminating groups
on the ith site as Zn1n2...nx , as depicted in Fig. 1.

To compare the stabilities of sp3, sp2, and mixed (alter-
nating sp3 and sp2) edge terminations, one requires a
reference chemical potential for the capping ligand. For
the methyl ligand, a natural reference choice is the methyl
dimer, i.e., ethane. We studied the nanoribbons with differ-
ent edge terminations in periodic supercells, including the
alternating pentagon-heptagon reconstruction shown in
Fig. 1 [46,47], which we call ZZ57. At the lowest ethane
chemical potentials the system prefers the desired pure-sp2

Z1 termination, transitioning to more complex Z2111, Z221

and Z2221 termination patterns at chemical potentials of 0.2,
0.9, and 1.2 eV, respectively. The various sp2 and/or sp3

terminations of the ZZ57 reconstruction are not favored and
do not appear on the phase diagram.
The unfavorability of the ZZ57 reconstruction reflects its

less uniform edge geometry: whereas the unreconstructed
pure-hexagon edge has a uniform spacing between ligand
attachment points, the ZZ57 edge has alternating long and
short spacings, as shown in Fig. 1. In systems with bulky
ligands that are dominated by repulsive steric interactions,
the shortest such spacing dominates the energetics and thus
reduces the stability of the reconstruction relative to the
ideal hexagonal edge. A similar geometrical effect should
apply to other defective edge structures, such as those
shown at the bottom of Fig. 1, under steric constraint: in
each of these cases, the defect contains a subset of short
interligand spacings which will raise the relative energy of
that defect. This general principle suggests that introduc-
tion of tightly bound, bulky edge ligands might be a useful
strategy to suppress defect formation on the edges of
atomically thin two-dimensional systems, thereby favoring
the production of ideal, defect-free edges.
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FIG. 2 (color online). A schematic diagram showing the dis-
tances between terminating groups on neighboring edge atoms or
the same edge atom for an sp3-terminated zigzag graphene edge.
The right side shows the stagger induced on an sp2 edge for
sufficiently large capping ligands.
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As discussed above, methyl ligands successfully stabi-
lize the desired Z1 pure-sp2 termination at low ligand
chemical potentials. Replacing each hydrogen atom in
�CH3 by a methyl group produces �CðCH33Þ, tertiary-
butyl, a bulkier ligand which may favor Z1 across a broader
range of thermodynamic conditions. The tert-butyl radical
is so large that all sp3-containing terminations are highly
unfavorable energetically compared to the pure-sp2 Z1

configuration. In addition, this very bulky ligand may
provide kinetic stability through steric protection of the
zigzag bond.

As expected, the terminating ligands in the relaxed
structure stagger alternately up and down, as shown in
Fig. 3. This buckling is an inescapable consequence of
the steric crowding geometry of the zigzag edge, since
ligands at neighboring edge carbons are closer to each
other than would be two ligands on the same carbon (in
fact, initial displacements of the tert-butyl groups away
from planarity are required to ensure a well-behaved struc-
tural relaxation). But does this stagger come at too high a
price? I.e., does the spin-polarized edge state survive the
geometrical deformations necessary to thermodynamically
stabilize it?

Energetically, the antiferromagnetic state of the tert-
butyl-terminated ribbon is the most stable of the three
options considered (within the limits of density functional
theory), just as it is for a standard hydrogen-terminated sp2

zigzag nanoribbon: it is 0.05 eV per unit cell lower in
energy than the ferromagnetic state and 0.15 eV lower
than the non-spin-polarized state for N ¼ 4 (with similar
energetic ordering for wider ribbons, albeit with smaller
absolute energy differences due to the weaker edge-to-edge
interaction across the wider ribbons). The density of states
projected to one edge in the antiferromagnetic state (see
Fig. 4) has a pronounced peak for one spin channel below
the Fermi energy with the other channel appearing above
EF, as expected. Although the accuracy of density func-
tional theory in discerning the energetic order of magneti-
cally ordered states is limited, this does not affect our
primary conclusions on the thermodynamic stability of
the zigzag edge, which occurs on a much higher energy
scale.

A comparison of the detailed bandstructures for the
three magnetic states with those of the standard
hydrogen-terminated versions, as shown in Fig. 5, supports
the view that the spin-polarized edge state survives
the staggering deformation. The bands near the Fermi
energy are similar in both cases, whether the partly flat
nonmagnetic band, the ferromagnetic band crossing, or the
weakly gapped antiferromagnetic state. The main physical
effect of the staggering in the tert-butyl terminated nano-
ribbon is a slight increase in the dispersion of the edge
state(s) and a slight band splitting arising most likely from
the doubled unit cell. The small increase in band dispersion
may be due to a lowering of the on-site energy on the tilted
edge carbons [48] due to the higher electronegativity of
tert-butyl compared to a simple hydrogen termination.
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FIG. 3 (color online). Side view of a tert-butyl terminated
carbon nanoribbon with N ¼ 6. The edge carbon atoms of the
nanoribbon (labeled C1 and C2) stagger alternately up and down
to accommodate the bulky tert-butyl capping ligands.

spin up

spin down

EFermi

1.0

0.5

0.0

-0.5

-1.0
-6 -5 -4 -3 -2 -1 0

Energy (eV)

FIG. 4 (color online). Calculated spin-polarized density of
states projected onto the carbon atoms along one edge of an
antiferromagnetic, tert-butyl terminated N ¼ 12 nanoribbon.
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FIG. 5 (color online). The band structures of a tert-butyl
terminated N ¼ 12 zigzag nanoribbon in different magnetic
states (left), as compared to a similar nanoribbon terminated
with simple hydrogen atoms (right). Blue solid lines and red
dashed lines represent opposite spin states.

PRL 109, 076802 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending

17 AUGUST 2012

076802-3



Analysis of the site-projected density of states on the
edge carbon atoms further supports the existence of an
edge state for these sterically constrained nanoribbon ter-
minations. Taking the non-spin-polarized case for simplic-
ity, the edge carbon state at the Fermi level projects onto
both 2py and 2pz orbitals, as shown in Fig. 6, rather than

just onto 2pz as would be the case for a standard flat
nanoribbon (z is perpendicular to the plane of the ribbon,
and y is transverse to the ribbon axis). This superposition
arises from the stagger. We can compare the tilt angle

defined in terms of the projected densities of states, �p ¼
tan�1 Dy=Dz

� �
, to the tilt angle defined in real space,�R ¼

tan�1 �z

�y
for�y,�z the displacements from the center of the

tert-butyl ligand to the edge carbon atom.�R and�p differ

by less than 1� for an N ¼ 12 ribbon and are similarly
close for other widths. Hence, the graphene edge state
retains the expected � character, just tilted due to the
sterically-induced stagger.

For reasons of computational tractability, the calcula-
tions described above neglect the substrate that is typically
present below nonsuspended graphene samples, but this
simplification should not alter our main conclusions. For
example, angstrom-scale surface roughness would provide
some leeway for bulky ligands, as would minor infiltration
of solvents underneath the edges of a flake (particularly
since the bending energetics of graphene are second order
in displacement while the attachment energetics of tightly
bound edge ligands are effectively zeroth order). Most
importantly, the fact that a substrate acts as a further steric
constraint works to the general advantage of the mecha-
nism that we propose: the less overall space available, the
more highly favored will be the sp2-coordinate termina-
tions for bulky ligands. Of course, the specific ligands
required may require some fine tuning in an actual
experiment.

In conclusion, under normal conditions the edge atoms
on a graphene nanoribbon tend to be fully saturated with,
e.g., hydrogen to form sp3 terminations that destroy the
magnetic edge state. We have identified a technique to

exploit steric crowding to stabilize the sp2 termination
that is needed to generate an electronic graphene edge
state. When the size of the terminating group is sufficiently
large, these ligands must stagger alternately up and down
to get out of each other’s way, an accommodation that is
not available to the more crowded sp3 termination.
Although we analyzed the case of methyl and tert-butyl
in detail, this technique is general to any terminating group
of appropriate size and shape and to any graphene edge
orientation. By careful tuning of ligand size and shape, it
may also be possible to selectively stabilize mixed sp2 and
sp3 edge structures with unique, tunable properties.
Treatments beyond density functional theory could then
reveal additional effects due to electron-electron correla-
tion in this low-bandwidth edge-localized state.
We are grateful to Ning Shen and Jorge Sofo for dis-

cussions on edge state band dispersion. We acknowledge
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and DMR-0820404 and U.S. Army Research Office MURI
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