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We propose a method for solving the time-independent Schrödinger equation based on the von

Neumann (vN) lattice of phase space Gaussians. By incorporating periodic boundary conditions into

the vN lattice [F. Dimler et al., New J. Phys. 11, 105052 (2009)], we solve a longstanding problem of

convergence of the vN method. This opens the door to tailoring quantum calculations to the underlying

classical phase space structure while retaining the accuracy of the Fourier grid basis. The method has the

potential to provide enormous numerical savings as the dimensionality increases. In the classical limit,

the method reaches the remarkable efficiency of one basis function per one eigenstate. We illustrate the

method for a challenging two-dimensional potential where the Fourier grid method breaks down.
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The formal framework for quantum mechanics is an
infinite dimensional Hilbert space. In any numerical cal-
culation, however, a wave function is represented in a finite
dimensional basis set and, therefore, the choice of basis set
determines the accuracy. The optimal basis set should
combine accuracy and flexibility, allowing a small number
of basis functions to represent the wave functions even in
the presence of complex boundary conditions and geome-
try. Unfortunately, these two criteria—accuracy and effi-
ciency—are usually in conflict, and globally accurate
methods [1–3] lack the flexibility of local methods [4–7].
For example, in the pseudospectral Fourier grid method,
the wave function is represented by its values on a finite
number of evenly spaced grid points. Due to the Nyquist
sampling theorem, this allows for an exact representation
of the wave, provided the wave function is band-limited
with finite support [8–10]. However, the nonlocal form of
the basis functions in momentum space leads to limited
efficiency. On the other hand, in the von Neumann basis set
[11,12] each basis function is localized on a unit cell of size
h in phase space. However, despite the formal complete-
ness of the vN basis set [13], attempts to utilize this basis in
quantum numerical calculations have been plagued with
numerical errors [4,14].

In this Letter, we establish a precise mathematical for-
malism for the vN basis on a truncated phase space. By
using periodic boundary conditions in the vN basis, as
introduced in the seminal work by Dimler et al. [15], the
method achieves Fourier accuracy with Gaussian flexibil-
ity. This allows one to tailor the basis in quantum eigen-
value calculations to the underlying classical phase space
structure, with the potential for enormous numerical sav-
ings. The efficiency of the method relative to the Fourier
grid rises steeply with dimensionality, defeating exponen-
tial scaling. In the classical limit the method reaches the
remarkable efficiency of 1 basis function per 1 eigenstate.

The von Neumann basis set [12] is a subset of the
‘‘coherent states’’ of the form
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where n and l are integers. Each basis function is a
Gaussian centered at ðxn; plÞ ¼ ðnaþ x0;

lh
a þ p0Þ in phase

space, where x0 and p0 are arbitrary shifts. The parameter
� ¼ �p

2�x
controls the FWHM of each Gaussian in x and p

space. Taking �x ¼ a, �p ¼ h=a as the spacing between
neighboring Gaussians in x and p space respectively, we
note that �x�p ¼ h so we have exactly one basis function
per unit cell in phase space. As shown in [13] this implies
completeness in the Hilbert space.
The ‘‘complete’’ vN basis, where n and l run over all

integers, spans the infinite Hilbert space. In any numerical
calculation, however, n and l take on a finite number
of values, producing N Gaussian basis functions fgiðxÞg,
i ¼ 1; :::; N. Since the size of one vN unit cell is h, the area
of the truncated vN lattice is given by SvN ¼ Nh.
The pseudospectral Fourier method (also known as the

sinc discrete variable representation [16]) is a widely used
tool in quantum simulations [17–20]. In this method a
function c ðxÞ that is periodic in L and band limited in
K ¼ P

@
can be written in the following form: c ðxÞ ¼PN

n¼1 c ðxnÞ�nðxÞ, where xn¼�xðn�1Þ, and �x¼�"
P ¼ L

N .

The basis functions f�nðxÞg are given by [21]
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which can be shown to be sinc functions that are periodic
on the domain [0, L] [22]. The set f�iðxÞg i ¼ 1; ::; N spans
a rectangular shape in phase space with area of SFGH ¼
2LP ¼ 2L�@

�x
¼ Nh. ThusN unit cells in the vN lattice and

N grid points in the Fourier-grid Hamiltonian (FGH)
method cover the same rectangle with an area in phase
space of

SvN ¼ SFGH ¼ Nh (3)
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(Fig. 1). This suggests that N vN basis functions confined
to this area will be equivalent to the Fourier basis set.
Unfortunately, the attempt to use N Gaussians as a basis
set for the area in Eq. (3) (Fig. 1) is unsuccessful, a
consequence of the Gaussians on the edges protruding
from the truncated space. However, by combining the
Gaussian and the Fourier basis functions we can generate
a ‘‘Gaussian-like’’ basis set that is confined to the truncated
space. We use the basis sets fgiðxÞg and f�iðxÞg to construct
a new basis set, f~giðxÞg:

~gmðxÞ ¼
XN
n¼1

�nðxÞgmðxnÞ (4)

for m ¼ 1; . . . ; N. The new basis set is in some sense, the
Gaussian functions with periodic boundary conditions,
henceforth, pvN. We can write Eq. (4) in matrix notation

as: ~G ¼ �G where Gij ¼ gjðxiÞ. By taking the width

parameter � ¼ �p
2@�x we guarantee that the pvN functions

have no linear dependence and that the matrix G is inver-

tible, that is ~GG�1 ¼ �. The invertibility ofG implies that
both bases span the same space.

The representation of a state jc i in the pvN basis set is
given by

jc i ¼ XN
m¼1

j~gmiam: (5)

Using the completeness relationship for nonorthogonal
bases [23], jc i can be expressed as

jc i ¼ XN
n¼1

XN
m¼1

j~gmiðS�1Þmnh~gnjc i: (6)

where Sij¼h~gij~gji¼
P

N
n¼1g

�
i ðxnÞgjðxnÞ or S¼GyG. Com-

paring with Eq. (5) we find that am ¼ P
N
n¼1ðS�1Þmnh~gnjc i.

Although the periodic von Neumann (pvN) and the
Fourier methods span the same rectangle in phase space,
the localized nature of the basis functions in the pvN
method can lead to significant advantages. In particular,
if jc i has an irregular phase space shape we may expect

that some of the pvN basis functions will fulfill the rela-
tion: h~gjjc i ¼ 0, j ¼ 1; . . . ;M. Due to the nonorthogon-

ality of the basis, we cannot simply eliminate the states ~gj,

since the coefficients of ~gj contain S�1 and therefore

include contributions from remote basis functions, but we
can take advantage of the vanishing overlaps by defining a

new basis f~biðxÞg,

j~bii ¼
XN
j¼1

j~gjiðS�1Þji; (7)

henceforth, the pvb basis (the acronym will be explained
below). Equation (7) takes the form B ¼ GS�1 ¼ ðGyÞ�1

orGyB ¼ 1 at the Fourier grid points. Inserting Eq. (7) into
Eq. (6), jc i can be written as

jc i ¼ XN
n¼1

j~bnicn ¼
XN
n¼1

j~bnih~gnjc i: (8)

By assumption, M of the coefficients are zero, hence
in order to represent jc i in this basis set we need only
N0 ¼ N �M basis functions.
Before turning to the time-independent Schrödinger

equation (TISE), we give a brief review of parallel devel-
opments in signal processing where the vN representation
was discovered independently by Gabor with the role of
(p, x) played by (!, t) [24]. For many years, the non-
orthogonal nature of the basis made it difficult to find the
expansion coefficients, but in 1980, Bastiaans [25] showed
that the coefficients can be calculated by taking the inner
product between jc i and a set of biorthogonal functions

fbig h~bjc i, where hgjjbii ¼ �ij [cf. Eq. (7)]. Two major

problems remained in implementing the Gabor transform.
First, in Bastiaans’s formalism there is no explicit formula
for the fbig in the general case. Second, as shown by Balian
and Low, the Gabor basis is unstable in the sense that even
for jc i localized in p and x remote Gaussians are needed
for the completeness sum [27,28,35]. In practice, an over-
sampled grid (�!�t < 2� or�x�p < h) is almost always
required [4,29,30]. Wexler and Raz developed a discrete
version of the Gabor expansion in which a finite number of
coefficients is sufficient for a complete representation of a
discrete, periodic signal [29]; in fact, their Eq. (23) is
identical to our relation GyB ¼ 1 below Eq. (7). How-
ever, there is no underlying continuous basis in their ap-
proach, and they still found it necessary to oversample in
order to achieve localization of the coefficient vector.
The formalism introduced in this Letter contains two

central innovations relative to what has previously been
done in the von Neumann and Gabor literature. First, our
approach is formulated in terms of a continuous basis of
the f�ig functions [Eq. (4)]. This has several important
consequences. It formally ensures the completeness of
the pvN basis on a rectangular phase space region, estab-
lishing a rigorous equivalence with the discrete Fourier
method via Nyquist’s theorem. Moreover, the existence

FIG. 1. N ¼ 9 coordinate grid points and N ¼ 9 vN unit cells
span the same area in phase space, S ¼ Nh. The vN basis
functions are Gaussians located at the center of each unit cell.

PRL 109, 070402 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending

17 AUGUST 2012

070402-2



of an underlying continuous basis allows a variety of
generalizations. For example leaving the f�ig functions
unchanged in Eq. (4) but introducing a scaling transforma-
tion on the Gaussians by changing gmðxnÞ, allows a simple
wavelet generalization of our approach [31]. Finally, it
allows us to apply the pvN and the pvb bases to the TISE
[Eq. (9) and (10) below], something that would not be clear
how to do without an underlying continuous basis. The
second innovation is the use of the completeness relation-
ship [Eq. (6)], which provides a closed expression for the
fbig that includes S�1 explicitly [Eq. (7)]. Equa-
tion (7) indicates that while the fgig are localized the fbig
are not, a point that seems to have been overlooked in the
signal processing community [29,32,33]. This motivates
the exchange of the roles of the fgig and fbig in our
approach, an exchange that we show below is crucial to
the removal of basis functions and therefore the efficient
solution of the TISE. Therefore we call the method ‘‘peri-
odic von Neumann with biorthogonal exchange,’’or pvb.

We now turn to the formulation of the TISE. The
Hamiltonian matrix elements are evaluated as follows:

HpvN
ij ¼ h~gijHj~gji ¼

XN
m¼1

XN
n¼1

g�i ðxmÞh�mjHj�nigjðxnÞ

¼ XN
m¼1

XN
n¼1

g�i ðxmÞHFGH
mn gjðxnÞ (9)

and, similarly,

Hpvb
ij ¼ XN

m¼1

XN
n¼1

b�i ðxmÞHFGH
mn bjðxnÞ; (10)

where HFGH ¼ VFGH þ TFGH and the potential and the
kinetic matrix are given by, VFGH

ij � VðxiÞ�ij and

TFGH
ij ¼ "2

2M

8>><
>>:
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�
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2K2

N2
ð�1Þj�i

sin2ð�j�i
N Þ ; if i � j

(11)

[34]. The eigenvalue problem in a nonorthogonal basis set
becomes HU ¼ sUE; in the pvN basis set s is given by
GyG and in the pvb basis set s is given by

ByB ¼ S�1GyGS�1 ¼ S�1: (12)

Diagonalization should give accurate results for all wave
functions localized to the classically allowed region of the
rectangle. Note that in the multidimensional implementa-
tion, the S�1 matrix required in Eq. (9) can be constructed
separately for each dimension. As a result, the computa-
tional effort to construct the pvb basis set is negligible
compared with diagonalizing the Hamiltonian.

As a numerical test of the pvN basis set we studied the

standard example of the harmonic oscillator VðxÞ ¼ m!2x2

2

in units such that m ¼ @ ¼ ! ¼ 1. We calculated the
seventh excited energy using different number of pvN

and conventional Gaussian basis functions. In the
Gaussian basis set, the Hamiltonian and the overlap matri-

ces were calculated analytically as Hij ¼ hgijHjgji ¼R1
�1 g�i ðxÞ½� d2

dx2
þ VðxÞ�gjðxÞdx and Sij ¼ hgijgji ¼R1

�1 g�i ðxÞgjðxÞdx. The results, shown in Fig. 2(a), show

that the pvN basis set can provide many (14) orders of
magnitude more accuracy than the standard Gaussian basis
set. In fact, the results obtained with the pvN basis set are
exactly as accurate as in the Fourier grid method.
Calculation of the kinetic energy spectrum (not shown)
shows that the pvN has a perfect quadratic dependence,
exactly as in the Fourier grid method. while the vN spec-
trum is highly flawed.
We now turn to the removal of basis functions. Figure 2(b)

shows results for the Morse potential, VðxÞ¼Dð1�e��xÞ2,
with D ¼ 12, m ¼ 6, � ¼ 0:5 and @ ¼ 1. To obtain 12
digits of accuracy in the bound state energies, the Fourier
grid Hamiltonian (FGH) method required 400 grid points
between [� 2:5, 60.1] and the pvN method 20� 20 pvN
functions with� ¼ 0:3191. Despite the extreme accuracy of
the pvN basis, removing even a single basis function from
the rectangular phase space area introduces large errors
[Fig. 2(b)]. The method is even more sensitive to removal
of basis functions than the Fourier gridmethod. In contrast, in
the pvb basis set we are able to remove a large fraction of the
basis functions and construct much lower dimensional Hpvb

and Spvb matrices without losing significant accuracy.
Figure 3(a) shows the phase space interpretation: although
it requires 400 Fourier grid basis functions to span the
rectangular area in phase space, in the pvb basis we can
sufficewith just the basis functions centered in the classically
allowed region (magenta squares).

FIG. 2. (a) Error in the 7th eigenvalue of the harmonic oscil-
lator for a rectangular phase space grid as a function of the basis
set size N. The pvN, pvb, and Fourier grid methods all give
identical results (solid), 14 orders of magnitude more accurate
than the usual vN basis (dashed). (b) Error in the 24th eigenvalue
of the Morse potential as one discards basis functions from a
rectangular phase space lattice. The pvb (dashed), pvN (solid)
and Fourier grid (dotted) behave completely differently.
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The ability to localize a pvb function at a specific point
in phase space results in the remarkable concept of 1 basis
function per 1 eigenstate. This means that in order to
calculate N eigenenergies we need only N basis functions.
Obviously, such one per one efficiency, if reachable, will
be the ideal efficiency for any basis set. In order to test the
ability of the pvb method to reach the ideal efficiency we
examined the Morse potential and looked for the smallest
basis that provides 12 digits of accuracy for all the eigen-
values up to E ¼ 11:25. The pvb method indeed tends to
the ideal efficiency in the classical limit @ ! 0 [Fig. 3(b)].
This remarkable result is unique for methods based on
phase space localization [26].

The true power of the method is in the application to
higher dimensional systems. As an illustration, consider
the potential Vðr; �Þ ¼ ð1� expð� �ð�Þr2ÞÞ2 where � ¼
ðð1� cosð3�ÞÞ=4Þ2 þ 0:05. This threefold symmetric po-
tential (Fig. 4), which is a realistic model for a system of
three identical particles and fixed hyperradius, is quite

challenging for the FGH method. Taking m ¼ 96, @ ¼ 1
gives 760 states below E ¼ 0:996. In order to get two digits
of accuracy for all those states, one needs �11 000 FGH
grid points, while with the pvb basis set convergence is
achieved with only 1500 basis functions. For higher accu-
racy (four digits), the FGH breaks down completely while
the pvb method requires fewer than 3000 basis functions
[Figs. 5(a) and 5(b)]. Figure 5(c) shows again that as @ ! 0
the efficiency tends to 1 basis function per 1 eigenstate
(because of the size of the calculations we consider just 3
digits of accuracy). In contrast, the FGH efficiency as
@ ! 0 is determined by the ratio between the classical
phase space and the box that contains it, which we calcu-
late to be �10 for this system using Monte Carlo integra-
tion. Note that in going from 1-d to 2-d, the savings
provided by the pvb relative to the FGH method has
gone from 2 to 7–10 for qualitatively similarly potentials.
This suggests that the relative efficiency of the pvb method
increases rapidly with dimension.
To explore the scaling with dimensionality more fully,

consider a harmonic oscillator with 1-d classical phase
space volume v up to energy E. For the D-dimensional
oscillator, the total phase space volume up to energy E is
V ¼ vD=D! In the classical limit, the total number of states
is determined by V=hD and therefore in this limit the
efficiency of pvb relative to FGH is determined by the
ratio of the phase space volumes spanned. Defining a to
be the area of the box surrounding the 1-d oscillator phase
space, the volume of the box surrounding the
D-dimensional phase space is A ¼ aD and the ratio of
phase space volumes is S ¼ V=A ¼ sD=D!, where s ¼
v=a ¼ �=4 for the harmonic oscillator. For the Morse,
Coulomb, and other chemically relevant potentials, the
1D ratio s < �=4 and the D-dimensional phase space
volume scales more slowly than vD=D! [22]; these effects
combine so that the relative efficiency of the pvb
method rises steeply with dimension. As a result of the
D! in the expression for V, the method remarkably defeats

FIG. 4 (color online). The triangle potential: a two dimen-
sional test case for the pvb method.

FIG. 5. Triangle potential results for pvb(solid) and FGH
(dashed) (a) The calculated highest eigenenergy E as a function
of basis set size N. (b) The accuracy of the calculated highest
eigenenergy as a function of basis set size N. (c) Efficiency ratio
of the pvb (4) and FGH (�) methods as a function of @. The
m (pvb) and d (FGH) signify that the value is an approximation
to the @ ! 0 value, given by the ratio between the size of the
phase space spanned by the basis and the classical phase space.

FIG. 3 (color online). (a). Phase space area spanned in the pvb
method (magenta) and in the pvN (or FGH) method (full
rectangle) for Morse. (b) Efficiency ratio (defined as number
of basis functions per converged eigenstates) of the pvb (solid)
and FGH (dashed) methods for the Morse potential as function
of @.
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exponential scaling. A more detailed analysis [22] shows
that for D � v=h ¼ g the method scales polynomially:
V ¼ Dg=g!.

Work in progress includes application to vibrational
eigenvalue calculations for realistic polyatomic molecules,
electronic eigenvalues for multielectron atoms, and exten-
sion of the approach to the time-dependent Schrödinger
equation.
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