
Hidden Order in URu2Si2 Unveiled

E. Ressouche,1 R. Ballou,2 F. Bourdarot,1 D. Aoki,1 V. Simonet,2 M. T. Fernandez-Diaz,3 A. Stunault,3 and J. Flouquet1

1SPSMS, UMR-E CEA/UJF-Grenoble 1, INAC, Grenoble F-38054, France
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We report on measurements, by polarized neutron elastic scattering, of the magnetization distribution

induced in a single crystal of URu2Si2 under a magnetic field applied along the tetragonal c axis. A subtle

change in this distribution, revealed by maximum entropy analysis of the data, is found when the

temperature is decreased to the range of the hidden order. An analysis in terms of U4þ ionic states reveals

that this change is a fingerprint of a freezing of rank 5 multipoles, i.e., dotriacontapoles.
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Uranium and uranium-based materials are an endless
source of unconventional and exotic physical properties:
their 5f electrons are intermediate between itinerant and
localized and experience several interactions (exchange,
correlations, spin-orbit, and kinetic) without clean-cut
hierarchy. Associated with the large orbital angular mo-
ments of these electrons is the possibility also for high-
order multipolar electromagnetic asphericities to form and
order [1]. The tetragonal heavy fermion superconductor
compound URu2Si2 is a good example of such materials
and has puzzled physicists for more than two decades [2].
Its specific heat presents two anomalies. The first one, at
Tsc ¼ 1:2 K, is ascribed unambiguously to a supercon-
ducting transition. The second one, at T0 ¼ 17:5 K, is
referred to as a transition to a hidden order (HO), because
it is easily recognized in many other macroscopic mea-
surements (nonlinear magnetic susceptibility, thermal
expansion, electrical resistivity, etc.,) but gives no signal
to elastic scattering by neutrons nor by x rays.

The mystery of the HO in URu2Si2 remains today un-
solved in spite of numerous experimental efforts. No order
parameter was experimentally determined for this transi-
tion so far. A small staggered antiferromagnetic moment
was earlier detected by elastic neutron scattering [3], but
this is too tiny to explain the specific heat jump and there-
fore cannot characterize the HO. One of the present inter-
pretations of this small moment, still debated, is that it is
not intrinsic but a residual parasitic contribution coming
from a surviving high pressure antiferromagnetic phase
with large moments, which is stabilized above 0.6 GPa
[4,5]. Recent attempts to search for a possible quadrupolar
order by resonant x-ray scattering have failed [6,7]. Several
microscopic models, including multipole ordering [8–14],
spin- density wave formation [15–17], orbital antiferro-
magnetism combined with interionic currents [18], and
Pomeranchuk instability of the Fermi liquid [19], have
been proposed to account for the wide variety of experi-
mental results [2]. Confrontation, however, is lacking with
the actual nature of the HO. Its identification would be one

of the most exciting results in the field of heavy fermions,
but the task is an experimental challenge. The fact, for
instance, that the HO could originate in a freezing of high-
rank multipoles cannot be evidenced directly by neutron
scattering. Nonetheless, it is reasonable to anticipate that
the magnetization distribution induced under an applied
magnetic field might depend on the otherwise invisible
ground state, in particular if this ground state is not invari-
ant by time inversion. It, thus, became highly desirable to
study URu2Si2 by polarized neutron scattering on a single
crystal under an applied magnetic field in both the
paramagnetic phase and the mysterious phase to probe
potential relevant changes in the field-induced magneti-
zation distribution when entering the HO.
Precision measurements of the Fourier components

FMðQÞ, more commonly called (scalar) magnetic structure
factors, of a magnetization distribution collinear to an
applied magnetic field can be achieved by using polarized
neutrons, with the help of the classical polarized beam
technique [20]. This consists in measuring the flipping
ratioRðQÞ ¼ IþðQÞ=I�ðQÞ of the diffracted neutron fluxes
at a Bragg scattering vector Q ¼ ðh; k; lÞ for the polariza-
tion of the incoming neutron beam parallel (IþðQÞ) and
antiparallel (I�ðQÞ) to the applied field. The method takes
advantage of a polarization dependent nuclear-magnetic
interference term in the cross section, which allows one
to deduce FMðQÞ from RðQÞ with great accuracy, at the
condition that the nuclear structure is centric and already
determined with precision. An unpolarized neutron
diffraction experiment is thus a necessary first step. The
same single crystal was used for all the experiments re-
ported in this letter. It was prepared by the Czochralski
method in a tetra-arc furnace under argon atmosphere and
further annealed [7,21], and had a shape of a semidisk
(� 5� 3� 2:5 mm3).
The unpolarized neutron experiment was carried out on

the four-circle diffractometer D9 of the Institut Laue-

Langevin, with an incoming neutron wavelength � ¼
0:835 �A. The intensities of 1615 independent reflections,
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reducing to a set of 235 symmetry inequivalent observa-
tions, were measured at T ¼ 2 K and T ¼ 25 K up to

Q=4� ¼ sin�=� ¼ 1:0 �A�1. The data were corrected for
absorption (with the linear absorption coefficient � ¼
0:01 mm�1) and the structural parameters were fitted using
the Cambridge Crystallography Subroutine Library [22].
The refinements included a Becker-Coppens Lorentzian
correction of the extinction [23], that turned out to be
extremely strong (a factor 5 for the most extinguished
reflections).

Paramagnetic URu2Si2 has the ThCr2Si2-type crystal

structure (space group I4=mmm, a ¼ 4:112ð1Þ �A, c ¼
9:538ð1Þ �A at T ¼ 25 K). In this structure, the uranium
atoms occupy the 2a site (0,0,0), the ruthenium atoms
the 4d site (0, 1=2, 1=4) and the silicon atoms the 4e site
(0, 0, z). Much better agreements in the refinements were
obtained letting the occupation factor of the ruthenium
site free to vary, or equivalently, by mixing silicon and
ruthenium on this site as suggested in Ref. [24]. The
refinements, taking into account this disorder, led to crys-
tallographic weighted residual factors R!ðF2Þ ¼ 7:5% at
the two temperatures. Results are presented in Table I. This
disorder affects the ruthenium site only: all the attempts to
let the occupation factors of both the uranium or the silicon
sites vary led to non significant deviations from unity. This
can also be an artefact due to the extremely severe extinc-
tion without, however, any consequences on the results of
the polarized neutron study.

The flipping ratio measurements have been carried out
on the two-axis diffractometer D3, connected to the hot
source of the Institut Laue-Langevin. The wavelength of

the incoming neutrons was � ¼ 0:825 �A and the polariza-
tion P ¼ 0:95ð1Þ, set with an Heusler alloy monochroma-
tor. Almost perfect polarization reversal was achieved
(thanks to Meissner shields). The flipping ratios of 320
independent reflections have been collected under a mag-
netic field of 9.6 Tapplied along the magnetization axis c at
2 K (hidden order) and 25 K (paramagnetic phase), re-
spectively. A set of 50 symmetry-inequivalent magnetic
scattering amplitudes FMðQÞ were extracted from the

data at each temperature, up to sin�=� ¼ 0:83 �A�1 in the

reciprocal space. The quantity FMðQ ¼ 0Þ cannot be de-
termined with neutrons. As a matter of fact, this describes
the macroscopic magnetization and has been measured on
a home-build extraction magnetometer. It amounts to
0:178�B=ðunit cellÞ at T ¼ 2 K and 0:290�B=ðunit cellÞ
at T ¼ 25 K.
To recover the magnetization distribution in real space

from the series of FMðQÞ extracted from the measured
RðQÞ, one has to solve an inverse Fourier problem.
Several methods can be used [25]. We have first considered
a model free analysis of the data and have resorted to the
maximum entropy technique (MaxEnt) [26]. This provides
the most probable magnetization distribution map compat-
ible with the experimental FMðQÞ and their uncertainties.
The method has been shown to give much more reliable
results than conventional Fourier syntheses, by consider-
ably reducing both noise and truncation effects. The mag-
netization distribution in the unit cell has been divided into
64� 64� 64 pixels and reconstructed from the experi-
mental FMðQÞ, including FMðQ ¼ 0Þ that is nothing but
the macroscopic magnetization, and using a conventional
uniform (flat) prior density. Such a procedure is biased
against the creation of any magnetization distribution in
the unit cell. Figure 1 shows the reconstructed magnetiza-
tion distribution in URu2Si2 projected along the [001] axis
at the two chosen temperatures for the measurements. Note
that even though projections of the magnetization distribu-
tion along the c axis are calculated, MaxEnt, on the con-
trary to a simple inverse Fourier transform, makes use of all
the experimental FMðh; k; lÞ and not only FMðh; k; l ¼ 0Þ
[27]. The reconstruction immediately reveals two features
that deserve particular attention. The first one concern the
ruthenium site: a clear signal, corresponding to an induced
magnetization, is visible on this site at the two tempera-
tures. More important is the second feature that concerns
the shape of the magnetization distribution around the
uranium site: whereas this distribution looks elongated
along the [110] and ½1�10� direction at T ¼ 2 K, a change
of symmetry is visible when crossing T0, with a distribu-
tion elongated along [100] and [010] at T ¼ 25 K.
In order to get more insight into this shape change of the

magnetization distribution at the uranium site when enter-
ing the HO, magnetic structure factors FMðQÞ were com-
puted in an ionic model where only uranium is magnetic,
from which magnetization distributions were generated by
inverse Fourier transform. In the paramagnetic space group
I4=mmm (assumed to be still valid even in the hidden order
state since we are interested in the ferromagnetic field-
induced magnetization),

FMðQÞ ¼ ½1þ ð�1Þhþkþl�TQsin
�1ð�QÞE0ðQÞ; (1)

where TQ is a temperature factor and �Q the angle between

the Bragg scattering vector Q ¼ ðh; k; lÞ and the magneti-
zation axis c. E0ðQÞ is the component along c of the
magnetic vector form factor. It is computed from the ionic

TABLE I. Atomic coordinates, equivalent isotropic Debye-
Waller factors, and occupation factors for URu2Si2 at T ¼ 2 K
and T ¼ 25 K.

x y z Beq Occ.

2 K U 0 0 0 0.03(1)

Ru 0 0.5 0.25 0.06(1) 0.89(1)

Si1 0 0.5 0.25 0.06(1) 0.11(1)

Si2 0 0 0.3730(1) 0.13(1)

25 K U 0 0 0 0.04(1)

Ru 0 0.5 0.25 0.06(1) 0.88(1)

Si1 0 0.5 0.25 0.06(1) 0.12(1)

Si2 0 0 0.3730(1) 0.15(1)
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wave functions of the uranium ions, using the tensor
operator formalism [28], and may be written in the form

E0ðQÞ ¼ X

K00Q00
YK00
Q00 ðQ̂ÞX

K0
hjK0 ðQÞiC0

K00Q00K0 ; (2)

where YK00
Q00 ðQ̂Þ are spherical harmonics. hjK0 ðQÞi depends

only on the radial part of thewave function and is computed
for the uranium ions in different valence states from the

relativistic Dirac-Fock Hamiltonian [29]. C0
K00Q00K0 depends

only on the angular part of the wave function. We, thus,
emphasize here that the shape of the magnetization distri-
bution will not be affected, except for some radial dilatation
on each uranium position, in the event that the uranium
unpaired electrons display some itinerant character but
show the same angular momentum states at the Fermi
surface as the consideredwave functions in the ionicmodel.
On the other hand, the possible hybridization with the other
s andd itinerant electronswould alter theFMðQÞ essentially
at low modulus of Q whereas the shape change of the
magnetization distribution when entering the HO is to
ascribe to the FMðQÞ measured at the largest values of Q.
A crucial point of the calculations was the choice of the

relevant wave functions. First-principle electronic struc-
ture computations with dynamical mean-field approxima-
tion for correlations [10] suggested that the states with
highest weight at the Fermi level correspond to the crys-
talline electric field singlets

�ð1Þ
1 ¼ 1ffiffiffi

2
p sin�ðj þ 4i þ j � 4iÞ þ cos�j0i

�2 ¼ 1ffiffiffi
2

p ðj þ 4i � j � 4iÞ

�ð2Þ
1 ¼ 1

ffiffiffi
2

p cos�ðj þ 4i þ j � 4iÞ � sin�j0i

built over the states jMi of the ground multiplet J ¼ 4 of
the 5f2 electrons of the U4þ ion, within the Russel-
Saunders coupling scheme. Generalizing the ionic model
reported in Ref. [13], we have considered linear combina-
tions of these singlets in the form:

c ¼ cos�fcos’�ð1Þ
1 þ sin’�ð2Þ

1 g þ sin�ei��2: (3)

The crystalline electric field mixing parameter � was
fixed to 0.998 as inRef. [13]. Changing this value to another,
for instance to a lower one by about 25%, had no qualitative
incidence on the computed magnetization distributions.
The mixing parameters � and � account for the amount
of magnetization distribution and hexadecapolar polariza-
tion [13], whereas ’ accounts for dotriacontapole polariza-

tion. �ð1Þ
1 and �ð2Þ

1 can indeed only be mixed by

dotriacontapole operators of the type JxJyJzðJx2 � Jy2Þ.
All other multipole operators (quadrupoles, octupoles)
have zero matrix element on this state. The macroscopic
magnetization computed from c is FMðQ ¼ 0Þ ¼
2gJhc jJzjc i ¼ 2 � 3:2 sinð’ þ �Þ cos� sinð2�Þ�B=
ðunit cellÞ. � and � were correlatively varied so as to give
the measured macroscopic magnetization for a chosen ’.
The shape of the calculated magnetization distribution

for every fixed value of ’ turned out to be insensitive to the
choice of �: if an hexadecapolar order was stabilized then
this would not leave any fingerprint in the field-induced
magnetization distribution. As a matter of fact, this is not
surprising since hexadecapoles are invariant through time

2K

0.00

0.05

0.10

0.15

25 K

0.00

0.05

0.10

0.15

0.20

0.25

o a

b

o a

b

o a

b

FIG. 1 (color online). Upper: projection of the unit cell of
URu2Si2 along the crystallographic [001] axis, in the (a, b)
plane. Uranium atoms in green, ruthenium atoms in red.
Middle: projection of the MaxEnt reconstructed magnetization
distribution in URu2Si2 along the [001] axis at T ¼ 2 K. Lower:
same MaxEnt projection at T ¼ 25 K.
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inversion. Changes in the shape of the calculated magne-
tization distribution were only found on varying ’.
Figure 2 shows the calculated magnetization distribution

for ’ ¼ 0 and ’ ¼ �=2. When ’ ¼ 0, that is when c ¼
cos��ð1Þ

1 þ sin�ei��2, the magnetization distribution is

elongated along the [110] and ½1�10� direction as in the
experimentally projected magnetization distribution at 2 K,

whereas when ’ ¼ �=2, that is when c ¼ cos��ð2Þ
1 þ

sin�ei��2, the elongation is along the [100] and [010]
directions as in the experimentally projected magnetization
distribution at 25 K. Since only the wave function c is
considered, the magnetization distribution in Fig. 2 should
be considered as having been computed at zero tempera-
ture. This explains why the calculated map for ’ ¼ �=2
differs to some extent from the experimental map at 25 K.
A few calculations were made with higher energy excited
states inferred from the model described in Ref. [13] to
incorporate temperature effects, which resulted in the
expected smearing in the magnetization distribution.
According to the first-principle electronic structure compu-
tations reported in Ref. [10], the wave functions with the
largest weight in the dynamical mean-field theory density

matrix are�2 and�
ð2Þ
1 , in agreementwithour result according

to which the field-induced magnetization distribution at
25 K correspond to the calculated magnetization distribution
for ’ ¼ �=2. As already emphasized, a change in this mix-
ing parameter ’ on decreasing the temperature can be pro-
duced only by a dotriacontapole operator, which leads to the
conclusion that the mysterious phase in URu2Si2 is associ-
ated with an order of dotriacontapoles. Recent core spectros-
copy experiments suggest that the occupation number of
5f electrons would actually be closer to 2.7 [30]. Within
the j� j coupling scheme, only 0.7 among themwould then
occupy the j ¼ 7=2 multiplet. The remaining 2, which
dominates the band structure near the Fermi level [14],
would, however, occupy the j ¼ 5=2 multiplet so that the
5f2 ionic model we have used is still valid.
To summarize, a shape change in the field-induced

magnetization distribution in URu2Si2 has been evidenced
by accurate polarized neutrons measurements on decreas-
ing the temperature. This effect is unambiguously observed
on a very large sample, and on the contrary to experiments
that were recently reported to support a nematic phase, is
not restrained to very small single crystals and not wiped
out by a multidomain structure [31]. Within a simple 5f2

ionic model, this shape change is interpreted as a micro-
scopic fingerprint of an order of dotriacontapoles at the
origin of the hidden order. Although confrontation to more
sophisticated theoretical approaches might be awaited, in
particular taking into account the possible itinerant char-
acter of the 5f2 electrons or considering the alternative
scenario of dotriacontapole order with nematic E� sym-
metry recently proposed by H. Ikeda et al. [14,32], our
experimental result already clearly brings to light that the
hidden order in URu2Si2 is that of dotriacontapoles.
We warmly thank H.Kusunose for fruitful discussion

and for providing wave functions and energy levels from
the model discussed in Ref. [13], M. Suzuki for communi-
cating results of unpublished band structure calculations,
G.Kotliar for useful comments on the experimental results,
and H. Ikeda for fruitful discussion on the interpretations
and communicating the preprint [14] prior to publication.
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