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We study the stability of globular proteins as a function of temperature and pressure through NPT

simulations of a coarse-grained model. We reproduce the elliptical stability of proteins and highlight a

unifying microscopic mechanism for pressure and cold denaturations. The mechanism involves the

solvation of nonpolar residues with a thin layer of water. These solvated states have lower volume and

lower hydrogen-bond energy compared to other conformations of nonpolar solutes. Hence, these solvated

states are favorable at high pressure and low temperature, and they facilitate protein unfolding under these

thermodynamical conditions.
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Native protein conformations are only stable within a
narrow range of thermodynamical conditions, unfolding at
low and high temperatures as well as under pressure [1–6].
Unfolding at high temperatures is commonly exemplified
by albumin (the main constituent of egg white), which
denatures irreversibly when heated, conveying color and
texture to boiled eggs. Low-temperature unfolding, i.e.,
cold denaturation, has been empirically verified for many
proteins [7–9], and its understanding is emerging as a
consequence of the states assumed by shell water, i.e.,
water molecules in the vicinity of the protein [10–20]. In
1914, Bridgman first demonstrated pressure denaturation
by ‘‘cooking’’ an egg using pressure (5000–12 000 atm)
solely (no heat) [21]. While high-temperature unfolding is
well understood, the microscopic mechanisms for the other
two transitions are still under debate despite recent
progress [11,22,23]. Understanding the microscopic forces
leading to these transitions is crucial to grasp the limits
under which proteins can function in cells and to design
new stable folds.

Hydrophobic interactions are linked to protein stability
[24–27]. In particular, a decrease in the strength of hydro-
phobic interactions upon cooling has been associated with
cold denaturation. At the molecular level, this is due to the
stronger hydrogen-bonding capacity of shell water com-
pared to bulk water [28–30]. Hence, unfolding, which
increases the amount of shell water in the system, leads
to a decrease in hydrogen-bond energy (enthalpy) and is
therefore favored at low temperatures [11]. Hydrophobic
interactions have also been associated with pressure dena-
turation as simulations showed that solvated configurations
of nonpolar compounds became increasingly more favor-
able with increasing pressure [31–33]. Pressure, therefore,
squeezes water molecules inside the protein core, solvating
hydrophobic residueswith a single layer ofwater [31,34–36].
However, hydrophobicity cannot explain volume changes
measured during protein unfolding [37]. They are either
positive [40] or negative [39,40] at small pressures and
invariably negative at high pressures [41]. In contrast, the

transfer of nonpolar solutes (e.g., methane) from a non-
aqueous hydrophobic solvent to water accounts for a large
negative volume change at low pressure [42–46]. This
volume change increases with applied pressure, becoming
positive at approximately 1500–2000 atm [46]. Thus, the
liquid hydrocarbon model, which describes unfolding by
the transfer of nonpolar residues into bulk water, gives not
only wrong magnitudes for volume changes of unfolding
but also a wrong sign [47–49].
This discrepancy could be explained by the fact that the

liquid hydrocarbon model does not consider the connec-
tivity between nonpolar residues in proteins [24]. In fact,
geometry imposes constraints on allowed distances
between residues along secondary protein structures
(� sheets and � helices). These constraints inhibit non-
polar residues from being completely solvated (bulk hydro-
phobicity) and in �-sheets favor solvent-separated
configurations (SSC), i.e., configurations in which these
residues are separated from each other by a single layer of
water molecules [50–53] (see Supplemental Material [54]).
Solvation properties of SSC differ from those of nonpolar
aggregation predicted on the basis of bulk hydrophobicity:
SSC formation (i) is driven by enthalpy (instead of
entropy), (ii) becomes favorable (instead of unfavorable)
with decreasing temperature and increasing pressure
[55–57], and (iii) has a negative volume compared to other
configurations [58]. In light of these results, a possible
scenario for pressure and cold denaturation is that tertiary
hydrophobic contacts disrupt in favor of SSC. In this
process, proteins are released from their biological
functions, and at high pressures and/or low temperatures,
unfolded structures retain part of their native secondary
structures. This mechanism agrees with experimental re-
sults that have shown unfolded states at high pressure [4]
and low temperature [59] to remain globular, although
swelled, and to retain some secondary structures [38,60].
To test the suggested scenario we use a bead-spring

model to mimic hydrophobic proteins and the two-
dimensional Mercedes-Benz model (MB) for water [61–63].
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Two- [11,64–66] and three-dimensional [56,61,67–71]
versions of the MB model have been shown to reproduce
the properties of water and the solvation of small com-
pounds. We show that the elliptical stability of proteins
emerges naturally as a function of pressure and temperature.
Furthermore, the volume of the system and the hydrogen-
bond energy of shell water decrease when the protein
unfolds at high pressure and/or low temperature. We iden-
tify SSC formation as themain cause of this phenomena and
rationalize cold and pressure denaturation in terms of the
nonpolar dimer model. The proposed unifying mechanism
is possible because SSC formation accounts for an overall
decrease in volume [58] and enthalpy [55–57,64].

Here, we summarize the main features of the MB force
field and refer the readers to Ref. [62] for a detailed
mathematical description. The interaction between MB
molecules occurs through a combination of van der
Waals and hydrogen-bond energies. van der Waals inter-
actions are described by 12-6 Lennard-Jones potentials
with binding energy �ww and distance parameter �ww. To
account for hydrogen bonds, MB molecules are assigned
three rigid arms resembling the logo of a Mercedes-Benz
car. A hydrogen bond between molecules i and j is
described by the product of three Gaussian functions of
width �. These functions are determined such that they
favor configurations in which the distance between mole-
cules i and j is Rh and one arm of both molecule i and j
is aligned with the line joining the two centers of mass.
When these conditions are satisfied, the hydrogen-bond
energy is ��H. The mass of water is set to one, and 1=10
of the total mass is set at each arm’s extremity at a distance
Rarm ¼ 0:36Rh from the center of mass [11,72].

The protein is modeled by beads attached by springs
with equilibrium distance Rs and stiffness Ks. Nonadjacent
beads along the backbone are characterized by Lennard-
Jones potentials with binding energy �mm and distance
�mm. Interactions between beads and MB molecules are
described by Lennard-Jones potentials with binding energy
�mw and distance �mw. Beads are set to be 10 times heavier
than water molecules.

All Lennard-Jones potentials are shifted such that the
force becomes zero at the cutoff distance Rcutoff ¼ 2:5Rh

[73]. The set of parameters used in this work (see Table I)
have been shown to reproduce different properties of water
and its solvation properties [11,62,64].

Energies, distances, and time are given in units of �h, Rh,

and �0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�ww=Mw�
2
ww

p

, respectively. Pressure is given
in units of �h=R

2
h. In this work, we perform Langevin

dynamics in the isothermal-isobaric ensemble [74] using

a friction constant of ��1 ¼ 0:93�0. We use periodic
boundary conditions in boxes packed with a 20-bead
long protein and 492 MB molecules. Starting from random
initial conditions, we perform simulations at six different
pressures: 0.05, 0.10, 0.15, 0.20, 0.25, and 0.30. Under
each pressure, the sample was probed at eight different
temperatures: 0.17, 0.18, 0.19, 0.20, 0.21, 0.22, 0.23, and
0.24. The first 100 000 units of time were discarded, and
statistics were gathered along the next 400 000 units of
time. We used 25 samples for P ¼ 0:05, 0.10, and 0.15 and
99 samples for P ¼ 0:20, 0.25, and 0.30.
Figure 1(a) shows the dependence of the average radius

of gyration hRgyi on temperature at three different pres-

sures. At all pressures, hRgyi has a parabolic-like shape

indicating that the protein model is maximally compact at
intermediate temperatures (� 0:20) and that it extends
gradually as the system is heated up or cooled down
[75,76]. Furthermore, as shown in Fig. 1(a), increasing
pressure increases the temperature at which the protein is

TABLE I. Parameters of the model.

�h Rh � �ww �ww �mm �mm �wm �wm Ks Rs
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FIG. 1 (color online). Stability of a hydrophobic protein in the
pressure� temperature plane. (a) Dependence of the average
radius of gyration on temperature at three different pressures.
Error bars were computed using the block average method [81].
(b) Each colored square represents the average radius of gyration
of a simulated thermodynamic condition. Contour lines are
shown along hRgyi ¼ 2:55 (dotted line), hRgyi ¼ 2:58 (dashed

line), and hRgyi ¼ 2:60 (full line). Arrows show how globulelike

configurations of the protein are destabilized through heat,
pressure, and cold temperatures. High pressure (HP), low tem-
perature (LT), and high temperature (HT) points are highlighted.
They correspond to P ¼ 0:25 and T ¼ 0:19, P ¼ 0:20 and
T ¼ 0:19, and P ¼ 0:20 and T ¼ 0:21, respectively.

PRL 109, 048104 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
27 JULY 2012

048104-2



maximally compact (minimum hRgyi) [77]. Each colored

square in Fig. 1(b) represents the average radius of gyration
of a simulated thermodynamic condition. Contour lines
along three values of hRgyi are also shown. The compact-

ness of the protein remains constant along contour lines,
and the protein swells as hRgyi increases. States of similar

compactness have an elliptical dependence on temperature
and pressure. This characterizes the stability of real pro-
teins [1–3] and allows for heat, cold, and pressure denatu-
rations, which are indicated by arrows in Fig. 1.

According to Le Chatelier’s principle, increasing pres-
sure favors configurations that occupy a small space while
decreasing temperature favors low enthalpic configura-
tions. Since these pressure and temperature changes favor
unfolded states (see Fig. 1), extended protein configura-
tions should have a low area and a low enthalpy. This is
verified from Fig. 2, which shows the dependence of
Voronoi areas and hydrogen-bond energies on the radius
of gyration of the protein at different pressures and tem-
peratures. In Fig 2, hAðRgyÞi corresponds to the average

Voronoi area [79] per molecule of protein plus shell water.
We define shell water as being all MB molecules that are
within a distance of 2.5 (in units of Rh) from the protein. A
Voronoi tessellation is illustrated in Fig. 3(a). Voronoi
areas of bulk water do not change significantly during
unfolding, and therefore, they are not used in the calcula-
tion of hAðRgyÞi. Furthermore, to compare changes in area

at different pressures and temperatures, hAðRgyÞi is nor-

malized using the largest average area hA0i under the given
thermodynamic conditions. At low temperatures, the
unfolding of the protein leads to a sharp decrease in the

space occupied by the system [panels (a) and (b)]. At
higher temperature [panel (c)], unfolding accounts for a
timid space contraction. Hence, increasing pressure at both
high and low temperatures will favor protein unfolding
because this leads to smaller areas; however, space con-
traction during unfolding is more pronounced at low tem-
perature and/or high pressure.
Figure 2 shows a decrease in enthalpy that occurs upon

unfolding at low temperatures. We compute the hydrogen-
bond energies involving bulk water Ebb and shell water
Ess, and we average these quantities over protein confor-
mations that have the same radius of gyration. Fig. 2 shows
the ratio between these quantities: hEbbi=hEssi. At all
temperatures, hEssi is less favorable than hEbbi when the
protein is folded (small hRgyi). However, this trend changes
abruptly when the protein unfolds (large values of hRgyi) at
low temperatures and high pressure [panels (a) and (b)]:
hEbbi=hEssi< 1. Hence, it is enthalpically favorable to
unfold the protein at low temperatures and high pressures
because this increases the number of shell-water molecules
in the system that have lower hydrogen-bond energies than
bulk water molecules. On the other hand, shell-water
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FIG. 2. Relative changes in area (circles) and hydrogen-bond
energies (triangles) upon unfolding at different pressures and
temperatures. hAðRgyÞi is the Voronoi volume of shell water plus

protein per molecule averaged over configurations having Rgy as

the radius of gyration of the protein. hA0i is the maximum in
hAðRgyÞi. hEbbðRgyÞi and hEssðRgyÞi are the hydrogen-bond

energies between two bulk and two shell MB molecules, respec-
tively, averaged over protein configurations characterized by
Rgy. HP, LT, and HT conditions are defined in Fig. 1. Error

bars were computed using the block average method [81].
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FIG. 3 (color online). Compact (left panels) and extended
(right panels) configurations of the hydrophobic protein at differ-
ent temperatures and pressures. The Voronoi diagram, used to
compute area, is illustrated in panel (a). The radii of gyration of
these sample configurations are 2.18 (a), 3.06 (b), 2.45 (c), 3.31
(d), 2.26 (e), and 2.90 (f). Shell water is shown in blue (gray).
HP, LT, and HT conditions are defined in Fig. 1.
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molecules do not form better hydrogen bonds than
bulk water molecules upon unfolding at high temperature
[panel (c)]. Hence, there is no enthalpic advantage to
unfold proteins at high temperature.

Figure 3 shows the characteristic configurations of
compact (left column) and extended (right column) states
of the hydrophobic protein at different conditions: HP
[panels (a) and (b)], LT [panels (c) and (d)], and HT [panels
(e) and (f)]. Under every condition, folded protein con-
figurations are characterized by shell-water molecules that
have at least one unsaturated hydrogen-bond arm pointing
towards the protein [panels (a), (c), and (e)]. This explains
why hEbbi=hEssi> 1 for the low values of Rgy in Fig. 2.

When proteins unfold at low temperatures and high pressures
[panels (b) and (d)], shell-water molecules form clathrate
(cagelike) structures around residues at distances corre-
sponding to SSC. In these conformations, all water
hydrogen-bond arms are saturated. This explains why
hEbbi=hEssi< 1 for the large values of Rgy in Figs. 2(a)

and 2(b). Cagelike structures are also present in unfolded
protein conformations at high temperatures [panel (f)], but
they occur mostly at residue distances different from SSC.
Hence, most cages are incomplete with dangling hydrogen-
bond arms left in the protein interior. This explains why
hEbbi=hEssi> 1 for the high values of Rgy in Fig. 2(c).

Hence, SSC is common to both cold and pressure
denaturations. To study its properties, we observe the
potential of mean force (PMF) of two nonpolar solutes as
a function of their distances (�) at different temperatures
[Fig. 4(a)] and pressures [Fig. 4(b)]. The PMF corresponds
to the free energy required to bring the two solutes from an
infinite distance to a distance�. In this study, the two solutes
(defined by �mm ¼ 1:1 and �mm ¼ 0:2) are immersed in
254 MB molecules, and NPT Langevin dynamics are per-
formed to compute their radial-distribution function [�ð�Þ].
The PMF is given as PMFð�Þ ¼ �kT logð�ð�ÞÞ. The dis-
tance between solutes is preferred when they are in contact
(� � 1:05) and solvent-separated (� � 1:8) [80]. As tem-
perature decreases [panel (a)], the PMF at CC increases
while the PMF at SSC decreases. In other words, CC is
destabilized in favor of SSC when the system is cooled.
These results have also been reported in simulations using
atomistic water models [55,57] and the MB model [56,64].
A similar trend is also observed in panel (b), which shows
that pressure destabilizes CC in favor of SSC. This result
agrees qualitatively with NVT simulations using SPC/E
[31], TIP3P [32] water models, and NPT simulations
using TIP4P water models (Supplemental Material [54]).
Panel (c) shows that the area occupied by the whole system
depends on the distance between solutes. Under each pres-
sure, the system occupies a smaller space when the solutes
are at SSC. This result again agrees with extensive simula-
tions using the TIP4P water model [58] and with simula-
tions using the 2DMB model reported by another group
at P ¼ 0:19 [64].

In summary, we have shown that hydrophobic interac-
tions can account for cold and pressure denaturations
through formations of SSC. They explain the (i) elliptical
stability of proteins as a function of pressure and tempera-
ture, (ii) decrease in the volume of the system during
unfolding at elevated pressures, and (iii) decrease in en-
thalpy at low temperatures. Some secondary structures,
e.g., �-sheets, are not expected to be disrupted by SSC
because the distance between residues in SSC matches the
periodicity of these conformations [50] (Supplemental
Material [54]). Hence, our results support the view that
pressure and cold denaturations are driven by the hydration
of the nonpolar protein core by a thin layer of water,
leaving part of the secondary structures conserved. The
proposed microscopic mechanism provides a unifying
explanation for why proteins unfold at high pressure and
low temperature. Although we studied protein stability in
2D, SSC is a general solvation state which has been ob-
served in simulations of small nonpolar compounds [80]
and �-helical surfaces embedded in atomistic water mod-
els [27]. Furthermore, changes in the free energy (PMF) of
SSC with respect to pressure and temperature in all-
atomic 3D simulations are similar to the ones observed in
Figs. 4(a) and 4(b) [31,54–57]. Hence we expect SSC
formation to contribute to protein unfolding at low tem-
perature and high pressures in 3D systems.
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