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Achieving simultaneous control of ionic and electronic conductivity in materials is one of the great
challenges in solid state ionics. Since these properties are intertwined, optimizing one often results in
degrading the other. In this Letter, we propose a method to limit ionic current without impacting the
electronic properties of a general class of materials, based on codoping with oppositely charged ions. We
describe a set of analyses, based on parameter-free quantum mechanical simulations, to assess the efficacy
of the approach and determine optimal dopants. For illustration, we discuss the case of thallium bromide, a
wide band gap ionic crystal whose promise as a room-temperature radiation detector has been hampered
by ionic migration. We find that acceptors and donors bind strongly with the charged vacancies that
mediate ionic transport, forming neutral complexes that render them immobile. Analysis of carrier
recombination and scattering by the complexes allows the identification of specific dopants that do not

degrade electronic transport in the crystal.
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Long after solid-state electronics had been mastered,
triggering one of the most important technological revolu-
tions in history, the discovery of fast ion conductors (FICs)
in the 1960s made possible the development of whole new
classes of devices. FICs found applications in energy stor-
age and conversion with the creation of lithium ion bat-
teries and fuel cells using solid electrolytes, as well as gas
sensors based on zirconia, which are present in virtually
every automobile produced worldwide [1]. Since response
times for sensors or better charge/discharge rates in bat-
teries depend on the ionic current, the ability to enhance it
is highly desirable. This can be achieved by the incorpo-
ration of supervalent elements into the host material [1-3].
The charge imbalance introduced by dopants in ionic
materials is usually compensated by the formation of op-
positely charged vacancies, which results in an increase of
ionic current. This is the case for Ti-doped NaAIH, used
for hydrogen storage [4], Zr-doped CeO, used for catalysis
or gas sensors [2], and transition metal-doped LiFePO,
used for ion battery cathode [3], to mention some ex-
amples. However, manipulating the ionic conductivity of
FICs often affects their electronic properties, which one
might want to independently control. For example, in solid
electrolytes for batteries or fuel cells the electronic con-
duction must be suppressed, whereas it must be kept at
metallic levels for electrodes or logic switches [5,6]. The
opposite also occurs when dopants meant to improve the
electronic properties of a material impair the optimal ionic
conductivity [7]. The inability to coordinate ideal ionic and
electronic properties is a great challenge that precludes the
implementation of several materials in technological
applications.

In this Letter, we tackle the general problem of how to
reduce the ionic current in materials without impacting
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their electronic properties. This is desirable for a wide
class of mixed conductors. We illustrate our approach
with thallium bromide (TIBr), a promising material for
high-performance room-temperature gamma- and Xx-ray
detection [8,9]. Its performance, however, invariably de-
grades after operation times that vary from hours to several
weeks [10]. This phenomenon, termed polarization, is
associated with an ionic current in the crystal when electri-
cally biased, leading to the accumulation of charged ions at
the device’s electrical contacts. Several ways to circumvent
this problem have been attempted, including ultrapurifica-
tion [11], operation at low temperatures [12], using Tl
contacts [13], employing surface treatments [14], engi-
neered device geometry [15], and making larger crystals
[16]. None of these techniques, however, solve the polar-
ization problem indefinitely.

We propose a new approach for reducing ionic current
through the introduction of supervalent dopants that form
neutral pairs with the electrically charged vacancies, since
the mechanism for ionic migration is mediated by vacan-
cies (or at least facilitated by them in materials with
Frenkel defects). Strongly bound, neutral vacancy—dopant
pairs are less mobile than the vacancies alone, as experi-
mentally demonstrated at low temperatures for many ionic
crystals doped with one element [1,17,18]. Above about
room temperature, materials doped with supervalent ions
exhibit higher ionic current relative to the pristine ones,
as discussed above, because the presence of supervalent
ions induces the formation of an equal number of new
vacancies. Therefore, to reduce the ionic current it is
necessary to avoid the formation of new vacancies. This
is possible by simultaneously codoping with ions of excess
negative (A) and positive (D) charge relative to the host
ions (Br~ and TI*, respectively), as indicated by the
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following defect reactions in the Kroeger-Vink

notation:
ATly — Aj, + V5, + 2TL
DBr, — D3, + Vi, + 2Bry, (1)
ATl, + DBr, — Aj, + D3, + 2TI{Brj,.

To demonstrate the approach and assess the results, we
used quantum mechanical simulations [19] to model the
electronic properties of pristine and doped TIBr (CsCl
structure). Calculations were based on density functional
theory [21,22] treating the exchange-correlation term with
both the generalized gradient approximation as imple-
mented by Perdew, Burke, and Ernzerhof (PBE) [23] and
a hybrid exchange-correlation functional (HSE06) [20].
With PBE, we obtained a direct band gap of 1.98 eV (at
point X of the Brillouin zone) and a lattice parameter of
4.06 A for the pristine material, compared to experimental
values of 3.01 eV (direct gap) and 3.97 A, respectively, (at
4.7 K [24]). The HSEO6 functional yielded improved re-
sults of 2.67 eV and 4.04 A. Inclusion of spin-orbit cou-
pling shifted the conduction band minimum to point R in
both approaches, resulting in an indirect gap of 1.50 eV
(PBE) and 2.22 eV (HSE06). Some experiments indicate
an indirect band gap of about 2.7 eV for this material, but
the transition from the valence band maximum at X to the
conduction band minimum at R is forbidden [25]. As
pointed out in [26], the excellent electronic properties of
TIBr for radiation detectors stem from the very shallow
nature of Tl and Br vacancies, whose formation energies
cross near the middle of the band gap and pin the Fermi
level there, as shown in Fig. S1 in the Supplemental
Material [27]. The pinning of the Fermi level near midgap
keeps the free carrier concentration low in the intrinsic
material, contributing to the low noise and high energy
resolution observed in measured radiation spectra (see
[28]). The low formation energy of vacancies at the point
of Fermi level pinning (AE; = 0.4 eV with PBE and
0.46 eV with HSEO6 in the smallest cell), which is a com-
mon feature of ionic materials, favors compensation of
extrinsic dopants by the mechanism described in Reactions
(1) rather than generating free carriers at the band edges.

We modeled Pb, Te, Se, and S dopants in TIBr with
3X3X3,4X4X4,and5 X5 X 5 cubic supercells (54,
128, and 250 atoms, respectively). We found that the
chalcogens mostly originate either neutral interstitials or
negatively charged defects incorporated on Br sites,
whereas Pb is positively charged and incorporates on Tl
sites. All the dopants were tested on both atomic sites, as
well as four nonequivalent interstitial sites. The most fa-
vorable configuration was then tested in association with
the oppositely charged vacancy. Figure 1 shows the PBE
formation energies and charge states of the Pb- and Se-
associated defects as a function of the Fermi level. Similar
figures for S and Te are available online [27] (Fig. S2). The
formation energies were calculated by [29]:
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FIG. 1 (color online). Formation energies of Pb (a) and Se (b)
defects in TIBr. The lowest energy configuration was tested in
association with the oppositely charged vacancy. The slopes of
the lines give the charge state of the defects. The vertical dashed
lines indicate the calculated positions of the band edges in
pristine TIBr, and the vertical solid lines bound the region of
the Fermi level in which the formation energies of the vacancies
are positive (see Fig. S1 in the Supplemental Material [27]).
Stoichiometric conditions were considered.

AE;=E; — (E, —nu,) + q(p, + Evgm),  (2)

where E; and E, are the total energies of the defective and
the pristine supercells, respectively, n is the number of
atoms of element x removed from the supercell and added
to a reservoir whose chemical potential is w,, and ¢ is the
amount of charge exchanged from a reservoir with electron
chemical potential u,, which we reference to the energy of
the valence band maximum, Evgy;. Spurious periodic elec-
trostatic interactions for supercells with charged defects
were corrected using the Makov-Payne scheme [30,31].
We neglect in Eq. (2) terms involving the chemical
potentials of extrinsic elements because it suffices to
know the relative formation energies of different defects
associated with each dopant for our purposes. The forma-
tion enthalpy of TIBr was evaluated from AH; = unp, —
uB — uB  where the superscript B denotes bulk phase.
We obtained 1.69 eV with PBE and 1.86 eV with
HSEO6, both in good agreement with experiment at
1.79 eV [33]. The chemical potentials for Tl and Br ions
in the stoichiometric regime are given by wrpgy =

'U’%(Br) + AH;/2 [28,34]. Results using PBE and HSE06
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on 3 X 3 X 3 supercells were in very close agreement for
the positions of the charge state transitions relative to the
VBM, as shown in Table I in the Supplemental Material
[27]. Therefore, we can confidently use the PBE results
from the larger supercells, which are better converged with
respect to finite-size effects. Inclusion of spin-orbit cou-
pling for the transition levels of both Pb and Se doped
material did not change the results.

In Fig. 1 we show that Pby, and Sep, form neutral
complexes with VJ, and V3, respectively, indicated by
the flat lines. Our calculations show that Se; in the vicinity
of Vg, spontaneously collapse into substitutional defects.
The binding energy of a defect complex is given by [35]:

AEbind = Ecomplex - ZEd,i) (3)
i

where Eomplex 18 the formation energy of the defect com-
plex and E,;; are the formation energies of each individual
defect comprising the complex. Negative values indicate
binding complexes. Table I shows the binding energies of
several complexes of interest for intrinsic, Pb and Se doped
TIBr [36]. Results for complexes involving Pb in associa-
tion with S or Te are available in Table II in the
Supplemental Material [27], to estimate residual finite-
size errors, we compare the results for the three supercells.
Schottky pairs in HSEO6 calculations bind with an energy
of —0.56 eV, again showing the reliability of our PBE
results, at —0.54 eV. For additional validation, we calcu-
lated the binding energy of Cat; with V as —0.34 eV with
PBE for the 5 X 5 X 5 supercell in striking agreement with
the experimental estimate of —0.36 eV [17].

In Fig. 2, we show two main possibilities for the vacan-
cies to bind to the dopant pairs: each vacancy ‘“bonded” to
both dopants (configuration a) or each vacancy bonded
only to the dopant that has opposite charge to it (configu-
ration b). Configuration a is more strongly bound by ~0.3,
as indicated in Table 1. Moreover, these dopants—vacancies
complexes bind much more strongly than the Schottky
pairs alone (see Table I). Further, complex a is bound
0.6 eV more strongly than the sum of pairs involving
only a single vacancy and the oppositely charged dopant,
and more importantly, 0.5 eV more strongly bound than the

TABLE I. Binding energies of acceptor-donor complexes, in-
volving or not vacancies in two supercells. Configurations a and
b for the dopant-pair—vacancy-pair complex are shown in Fig. 2.

Complex Sites Eving (€V)
4X4X4 5X5X5
Vi + Vg, (Schottky pair)  2nd NN —0.44 —0.36
Sej, + Vi, 2nd NN —0.54 —0.39
Pby, + Vi Ist NN —0.41 —0.37
Pby, + Seg, Ist NN —0.83 —0.73
Vi +Pby + Sep, + V5, config. a —1.46 —1.29
config. b —1.18 —0.93

sum of an isolated Schottky pair and an isolated pair of
dopants. If the latter was the most favorable case, the
dopants would not reduce vacancy mobility relative to
the intrinsic material. The ionic conductivity varies expo-
nentially with the inverse of the activation barrier, plus the
binding energy given in Table I [1]. Therefore, the forma-
tion of complexes a and b shown in Fig. 2 will reduce the
mobility of ions much more dramatically than the mere
association of Schottky pairs does in pure TIBr.

The remaining question is whether this suppression of
ionic current and consequent stabilization of TIBr comes at
the expense of its favorable electronic properties. We can
generally characterize the electronic properties in terms of
the carrier mobilities, u, and lifetimes of excitations, 7. For
the purpose as a radiation detector, we require maximizing
wm and 7. For TIBr, 7 for electrons is very large, on the order
of 1072 s [9]. The main source of degradation of 7 would
be Shockley-Reed-Hall recombination centers. Because
the recombination rate increases exponentially with the
difference in energy between an electron or hole trap state
and the respective band edge, defects that introduce states
near the middle of the band gap are most detrimental. We
see in Fig. 1 that only very low concentration (high for-
mation energy) Pb-related defects introduce deep levels,
indicated by kinks in the formation energy curves. On Tl
sites, Pb impurities are very shallow donors. Seg, shows a
—1/0 acceptor transition as the material becomes more
hole-rich (decreasing w,) at Eygy + 0.44 eV. However,
this transition occurs outside the allowed region of w,
between the solid vertical lines in Fig. 1. We confirmed
this result using the HSEO06 functional, extrapolating to the
larger supercell sizes, as shown in Table I in the
Supplemental Material [27]. Thus, the trap level would
always be filled, not affecting carrier lifetimes. Sg;
shows a —1/0 acceptor transition even farther
(> 0.1eV) in the region of inaccessible Fermi level by
both PBE and HSEO6 calculations. Teg,, however, exhibits
an acceptor transition deep in the gap (0.16 eV inside the
allowed Fermi level range by PBE, 0.4 eV by HSEQ6).

FIG. 2 (color online). Supercells of the TIBr crystal with
defect complexes consisting of a donor dopant, Dy, (D=Pb), an
acceptor dopant Ag, (A=S, Se, or Te), and vacancies. Vacancies
Vg, and Vq; are indicated by translucent spheres. In configuration
a, the vacancies are nearest neighbors to both dopants, whereas
in configuration b they are nearest neighbors only to the oppo-
sitely charged dopant.
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Therefore, Te dopants are detrimental to carrier lifetimes,
but S, Se, and Pb are not.

Carrier scattering in TIBr at room temperature is ex-
pected to be dominated by lattice vibrations, since the
Debye temperature is only ~160 K [37]. The acoustic
phonon limit to the mobility can be approximated by [38]:

22w eh4c€ 7-3/2 @
T T

where e is the electron charge, % is the reduced Planck’s
constant, c, is the longitudinal elastic constant (3.76 X
10'° N/m? at room temperature for TIBr [39]), m is the
effective mass of the carrier of interest (we obtained m, =
0.51my and m;, = 0.98m,, in good agreement with experi-
mental data, mg™™ = 0.55mq and m;™™ = 0.82my [40]), kg
is Boltzmann’s constant, 7 is the lattice temperature, and
D, is the deformation potential computed as described in
[41]: —25.67 eV for electrons and —28.14 eV for holes.
Using Eq. (4), we calculated the phonon-limited mobility at
300 K as ~19 cm?/V for electrons and ~3 c¢cm?/V for
holes, in excellent agreement with that measured for high
quality material [37]. This agreement indicates that phonon
scattering dominates the carrier mobility in TIBr. Given
that the requirement is of doping levels on the order of
the concentration of intrinsic vacancies (around 10! —
10' cm™3 for a highly pure crystal) [11,18], the defect
complexes discussed above should not affect electronic
transport unless they are orders of magnitude stronger
scattering centers than the intrinsic defects in the material.

The carrier scattering strength introduced by a defect is
given by Fermi’s golden rule between two electronic states
W (k') and W,(k), with energies &, and &;. To first order,
the scattering rate is given by

2
Wiy = 8 () Vi Wi (0DP B ey — £, (5)

where the perturbation potential Ve (r) = V,(r) — V(r)
is the difference between the total self-consistent potential
in the defect cell, V,(r), and the ideal cell, Vy(r). In
principle, Eq. (5) must be integrated over a significant
number of pairs of states and k points in the Brillouin
zone to get the total scattering rate. However, a qualitative
measure of the average scattering rate can be obtained from
Vpert @lone via [42]

M? = ( f drlvvpertl)z. (6)

In Fig. 3 we show the calculated ‘“‘relative scattering
rates,” M2, for the different individual defects as well as
the complexes of interest for TIBr. We find that the com-
plexes involving dopants and the two types of vacancies
are less than 3 times stronger scattering centers than
Schottky pairs. Because scattering by dopant complexes
is within an order of magnitude of the intrinsic defect
scattering, which is overwhelmed by phonon scattering in
undoped TIBr, codoping at levels sufficient to bind a large
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FIG. 3 (color online). Relative carrier scattering strengths of
different intrinsic and extrinsic defects and defect complexes in
TIBr as given by Eq. (6). The values are normalized to that for
the Schottky pair.

fraction of naturally occurring vacancies will not degrade
carrier mobility relative to the pristine material.

In summary, we have described a new method to limit
ionic conductivity in a general class of materials without
impacting their electronic properties. The approach con-
sists of doping the material with ions supervalent to the
host material so that the dopants form neutral complexes
with charged vacancies that mediate ionic transport. To
prevent the generation of new vacancies to balance the
excess charge introduced by the dopants, simultaneous
introduction of donors and acceptors is required. The bind-
ing energy of the complexes formed between the dopants
and the vacancies must be large compared to that of
intrinsic Schottky or Frenkel pairs. To assess the impact
of doping on electronic transport, the strength of the carrier
scattering of the dopant complexes must be compared with
that of intrinsic defects and phonons. Furthermore, the
dopants should not introduce deep levels that enhance
recombination of carriers, if maximum lifetime is desired.
The method can be adapted in a straightforward manner to
prospect ideal dopants to enhance ionic mobility and re-
duce electronic mobility in solid electrolytes, for example,
or to increase both conductivities for ion battery electrodes
or logic switches. Using state of the art quantum mechani-
cal calculations, we analyzed TIBr as a case study since it
is an ionic material with excellent electronic properties that
degrade over time due to ionic migration. Our results
indicate that codoping TIBr with Pb plus Se or S can
achieve the desired result, while Te is not a favorable
codopant because it introduces a deep trap state. The
dopant complexes that form do not significantly affect
carrier scattering and electronic mobility. Results using
the PBE and HSEQ6 functionals compared favorably.
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with support from the National Nuclear Security
Administration  Office of Nonproliferation and
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