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The transport of cold atoms in shallow optical lattices is characterized by slow, nonstationary
momentum relaxation. We develop a projector operator method able to derive, in this case, a generalized
Smoluchowski equation for the position variable. We show that this explicitly non-Markovian equation
can be written as a systematic expansion involving higher-order derivatives. We use the latter to compute
arbitrary moments of the spatial distribution and analyze their multifractal properties.
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Slow relaxation is a hallmark of complexity. The ab-
sence of clear separations of time scales in complex sys-
tems often leads to nonexponential decay laws and
anomalous diffusion properties [1]. Prominent systems
exhibiting this kind of strange kinetics are cold atoms in
dissipative optical lattices. Optical lattices are highly tun-
able periodic standing wave potentials created by counter-
propagating laser beams [2]. By decreasing the depth of the
potential, the atomic dynamics can be modified in a con-
trolled manner from diffusive (ergodic) to anomalous (non-
ergodic) [3]. In the semiclassical regime, in which
emission and absorption of single photons only slightly
perturb the atomic motion, the latter can be described by a
phase space equation with nonlinear friction [4]. This
Klein-Kramers equation has been successfully used in
theoretical [5,6], as well as, in experimental investigations
[7-9]. In particular, the predicted non-Gaussian momen-
tum distribution [8], the divergence of its second moment
in shallow potentials [9], and the spatial superdiffusion
[9,10] have been experimentally observed. However, the
general equation governing spatial diffusion, required to
describe these experiments, is missing.

In the theory of stochastic processes, the equation for the
spatial motion is usually derived with the help of the
standard procedure of adiabatic elimination of fast varia-
bles [11]. This method exploits the rapid relaxation of the
momentum to a stationary state to extract an equation of
the Fokker-Planck type for the slow position variable out of
the full phase space equation. The obtained equation is
Markovian and does not depend on the initial condition.
For shallow optical potentials, by contrast, the momentum
decay is algebraically slow [5] and the momentum distri-
bution nonstationary [12]—a well-defined relaxation time,
hence, does not exist. As a result, the standard elimination
technique cannot be used. In the present Letter, we develop
a general projector operator method that is able to handle
both slow momentum relaxation and slow nonstationarity.
When applied to the optical lattice, we obtain a generalized
non-Markovian Smoluchowski equation in the form of a
systematic expansion involving higher-order derivatives.
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Similar expansions, though Markovian and relying on
stationarity, have been considered in the past [13,14], in
particular in the context of the Rayleigh model of
Brownian motion with finite time collisions [15,16].
They have been shown to provide more accurate descrip-
tions than second-order equations [13,14]. Common to
these studies is the presence of a small parameter which
allows the truncation of the expansion. Due to the inherent
scale invariance of the atomic dynamics, such a small
parameter does not exist in the case of the optical lattice.
In the following, we use the generalized Smoluchowski
equation to determine the generic moments of the spatial
distribution, and reveal their multifractal structure. We
further support our analytical predictions with detailed
numerical simulations.

Projector operator method.—The Klein-Kramers equa-
tion for the phase space density W(x, p, 1) is of the form

atW(-x) p: t) = (Lx + Lp)W(-x’ P, t)! (1)
where the linear operators L, and L, are given by
L,=—pd, and L,=9,(—F(p)+ D(p)d,). (2)

The semiclassical momentum dependent drift and diffu-
sion coefficients for atoms in the optical lattice are [4-7],

Yp

F(p) = _Wy

D(p) = Dy + D,
p = —)
1+ (p/p)?

3)

where the friction coefficient 7, the diffusion constants D,
and D;, and the capture momentum p,. can be directly
computed from the microscopic Hamiltonian of the prob-
lem. Our goal is to derive the Smoluchowski equation for
the position distribution, W, (x, t) = [dpW(x, p, 1). To this
end, we introduce the projection operator P = P? such that
Pf(p,x, 1) = W,(p, 1) [dp'f(x, p', 1) for any integrable
function f(x, p, 7). Here W,(p, t*) denotes the nonstation-
ary solution of the momentum equation at time ¢* [12],
which we assume to be large, but finite. In the quasista-
tionary limit, 7 =t — " < t*, we have L,W,(p, ") = 0.
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We check numerically the validity of this approximation
below. The function W,(p, t*) is an even function of p for
odd friction and even diffusion coefficients, like in Eq. (3),
so that PL.P = 0. We define A(x, p, 7) = PW(x, p, 7)
and B(x, p, 7) = (1 — P)W(x, p, 7). The two functions A
and B, respectively, belong to the subspace of relevant and
irrelevant variables. The elimination method consists of
two steps [11]. First, we apply the operators P and 1 — P to
Eq. (1) to obtain two coupled equations for A and B. We
then formally solve the equation for B and substitute the
result in the equation for A, thus, eliminating the irrelevant
variables. This procedure is most conveniently carried out
in Laplace space. Using the notation f(x, p,s) =
[ dre*"f(x, p, T), we obtain the following equations
for the Laplace transforms of A and B:

sA(s) — A(0) = PL,B(s),
sB(s) — B(0) = (L, + LP)A(S)
+[L, + (1 = P)L,]B(s). 4)

Solving the second equation for B(x, p, s), we find

sA(s) — A(0) = PL,H '[L,A(s) + L,A(s) + B(0)], (5)
where we have defined H=s—L,— (1 —P)L,.
Equation (5) is exact. For fast momentum decay, it is

customary to approximate H ' = — L, [11]. We here ex-
pand H~! with respect to the coupling term (1 — P)L, [17],

H'=>[s— L, "1 —PpyLy, (6)
n=0

and use the transformation,

[s — Lp]_(n+l) = [[m dTe(LP_S)T]n+1
0

1) foo
= ) drreLr=9)7, 7
n! 0

The integral over 7 is finite, since stability requires L,
to have nonpositive eigenvalues. Further noting that
(1= P)" = (1 — P)(n>0), we can write Eq. (6) as,

H!'= /Oo drelly=97
0

3 (_l)n 0 n,(L,—s)T n
+n; oy fodrre »=97(1 — P)L. (8)

For each value of n, we have to evaluate the three terms on
the right-hand side of Eq. (5). The first term is

(="

n!

PL, [ drrellry=97(1 — P)L" 1 A(s)
0

T . o
= EaTZWX(x, )W, (p, t )[dTT"e s

X /dp/panerP(p/’ t*)Ep(Pl, T), (9)

where we have used the fact that eLPTp"HWp(p, ) is
the solution of the momentum equation with initial condi-
tion f(p) = p"*'W,(p,r"). We have, accordingly,
eloTp" W, (p, ) = [dp'W,(p, 7|p’, 0)p" "W ,(p', 1)
with the conditional probability density W,(p, 7|p’, 0). The
second term vanishes for stationary processes. For nonsta-
tionary processes, it is of order 7/¢*, and can, hence, be
neglected in the limit 7 << ¢*. The third term can be set to
zero by further assuming that the joint density factorizes at
7 =0, W(x, p,0) = W,(p, t)W,(x,0). Since E,(p, 7) =
Jdp'p'W,(p', 7p,0) is an odd function of p, Eq. (9) is
only nonzero for even n. Combining Eqgs. (5)—(9) and going
back to time space, we eventually obtain the generalized,
non-Markovian Smoluchowski equation,

oW =S f A7 C,(r — 7, )W, (x, ), (10)
n=2
with the generalized correlation functions,

n—2
Cn(T’ tv) = %2)' [dppn_lEp(p! T)Wp(l’, t*)' (11)

(
For n = 2, Eq. (11) gives the two time momentum correla-
tion function, C,(7, t*) = {p(7 + ") p(t*)). We stress that
the Smoluchowski equation [Eq. (10)] describes in general
a nonstationary process, since, the correlation functions C,,
depend explicitly on r*—this is a direct consequence of the
nonstationary momentum relaxation. Moreover, Eq. (10) is
nonlocal in time and thus, non-Markovian (even in the
stationary case), unless the generalized correlation func-
tions can be approximated by delta functions. Equation (10)
reduces to the usual stationary, Markovian, second-order
Smoluchowski equation in the long time limit, 7> 1/,
when the mean momentum relaxes exponentially fast,
E,(p, 7) ~ ¢~ 77 In this case, the spatial diffusion coeffi-
cientis D, = [¢° d7C,(7) [11]. For algebraically slow mo-
mentum relaxation with no characteristic decay time, the
nonstationary, non-Markovian nature of Eq. (10) will per-
sist, even at long times, and the expansion cannot be trun-
cated at the second order (see below). We can next derive an
equation for the moments of the spatial distribution by
multiplying Eq. (10) by x™ and then integrating over x.
After integrating the nth term by parts » times, we find,

m

0.0y =Y

n=2

m!
(m—n—2)!

2 [T dT'Cn(T _ 7_/’ t*)<xm—n—2(7.l)>. (12)
0
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The mth moment is, hence, fully determined by the first
(m — 1) moments and the correlation function (11).

Application to optical lattices.—Let us now apply the
above formalism to the problem of the transport of cold
atoms in shallow dissipative optical lattices. A comple-
mentary, stochastic approach has been presented in
Ref. [18]. For the drift and diffusion coefficients [Eq. (3)]
the asymptotic long time behavior of the mean momentum
E,(p, 1) is [19],

f (4D 7)(1/2)~ p2ag=p*/ (D7)

E p, 7 N
3 pZ
X M| - o ] 1
(2’ ’4D07)) ( 3)

where M(a, b, 7) is the confluent hypergeometric function,
I'(z) the Gamma function, and a = vy/(2D,) + 1/2. For
simplicity, we here set D; = 0 and p, = 1. This approxi-
mation only slightly affects numerical prefactors, but not
the scaling of the asymptotic dynamics (we will treat the
general case elsewhere [20]). In addition, the nonstation-
ary, finite time momentum distribution Wp( p, t*) (the infi-
nite covariant density) reads [12],

1 1 2a
Zr(a) 1—‘( @, 4D t )

)(4D0t ya- 1 1=2a ,p*/(4Dyt") (@<1)

(a>1)
W,(p, ) =

F(l a
(14)

with I'(e, z), the lower incomplete gamma function and
Z = Jal'(a — 1)/T(a — 1/2), the partition function. We
will use the above expressions to evaluate the asymptotic
behavior of the spatial moments [Eq. (12)] to arbitrary
order.

The coefficients C,(7, ¢*) are directly related to the nth
moment of the position distribution via Eq. (12).
Evaluating the asymptotic behavior of Eq. (11) with the
help of Egs. (13) and (14), we find the general expressions,

(M(7)) = X)) =
/2 fora>n+1
rBn/2)+1-a for2+1<a<n+1
FoRT e for | <q<i+l

(/2 pn fora<1

(15)

Equation (15) predicts normal behavior of the nth moment
for @ > n + 1, anomalous, subballistic superdiffusion for
n/2+1<a<n+1, and quasiballistic superdiffusion
for « <n/2+ 1 and @ < 1. The asymptotic formulas of
the coefficients ¢, , can be computed analytically for all n
using Eq. (12) [20]. Here, we only provide the two lower
order terms. For n = 2, we obtain,

8 JUNE 2012
(2(1)) — (1))
7(433;2(:2;21—(25”% D ph-a for2 < a <3
= %t*zﬂ%z for l<a<2 (16)

4Dy(1 — a)t*71? for @ <1

while, for n = 4, we find,
(7)) — ()

2(4Dg)* " x3—a, 4
~ WMI T for1<a<3.(17)
(4Dy)*(1 — )2 — )t for a <1

The second moment has been measured in the regime 1 <
a < 3 in Ref. [9], and the transition from normal to super-
diffusion has been observed. The case a <1 has been
examined recently, and ballistic behavior has been seen
[10]. In Figs. 1 and 2, we compare the theoretical results,
Egs. (16) and (17), for the second and fourth moment with
Langevin simulations of the full dynamics (1) (Euler
method with time step 0.1 for 2.4 X 10° trajectories). The
excellent agreement confirms the validity of the quasista-
tionary approximation used in their derivation. In both
cases, the prefactor depends explicitly on the initial time
t*, indicating the nonstationarity of the process. Let us
emphasize two important points. First, the second moment
is often calculated as a double time integral of the two-time
momentum correlation function [19]. Trying to extend this
approach to higher moments appears a formidable task
since it involves the computation of n-time momentum
correlation functions, contrary to the present method which
only requires the generalized two-time correlation func-
tions C,. On the other hand, the nth moment of the
equilibrium distribution, W,(p) = (1/Z2)(1 + pHI/2=e)
diverges when n > 2a — 2. Hence, had we used the latter
in the definition of the projector operator P, as is done in
the standard elimination procedure [11], the corresponding

1010
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FIG. 1 (color online). Second moment of the position distri-
bution, Eq. (16), for three different values of the parameter «
(black solid). The colored dots are the results of Langevin
simulations. Parameters are Dy = 1 and t* = 5000.
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FIG. 2 (color online). Fourth moment of the position distribu-
tion, Eq. (17), for three different values of the parameter « (black
solid). The colored dots are the results of Langevin simulations.
Parameters are D, = 1 and ¢* = 5000.

correlation functions C,, Eq. (11), would not have been
defined.

An essential property of the generalized Smoluchowski
equation (10) is that at least n terms in the expansion are
necessary to correctly compute the nth moment. For in-
stance, terminating the expansion (10) at the second order
yields the fractional diffusion equation (2 < a < 3),

62
9 Wo(x, 7) = cond3 *—5 Wilx, 7), (18)
T ' ox

where we have introduced the Riemann-Liouville frac-
tional derivative, ;7 f(r) = 1/T'(v) [y di'(r — )1 f(7),
with 0 < v < 1 [21]. Equation (18) describes a subballistic
superdiffusive process. Its solution can be expressed in
terms of a Fox function and satisfies the scaling form [22]

W (x, 1) = 1@D/2g(&) with &= xt@ 92 (19)
The latter implies the scaling law for the moments:
(|x]9(7)) oc AA=)/2lg, (20)

Equation (20), however, only agrees with the general ex-
pression (15) for the second moment. Higher-order mo-
ments require higher-order terms to be taken into account.
These terms, in turn, will break the simple scaling of
Eq. (18), leading to a complex multifractal structure.

Multifractality.—The concept of multifractality quanti-
fies the variation of the scaling properties of a process [23].
It often results from the overlapping of different scaling
behaviors [24]. Consider the gth moment [25],

(Ixl9(r)) o= 780, 21

A process is said to be monofractal, if the function &(g) is
linear, £(g) = cqg (normalization implies £(0) = 0). For
example, ¢ = 1/2 for Gaussian diffusion, while ¢ =1
for ballistic motion. For a multifractal process, £(g) is a
nonlinear function, indicating the presence of a continuous
set of scaling exponents. Multifractality has been observed
in many complex systems like, for example, turbulent and

disordered mesoscopic systems (for a review see
Ref. [26]). For integer moments, ¢ = n, we can determine
the function £(g) from Eq. (15). We find,

forg<a-—1
éq) = +tl—a fora—1<g<2a-2 (22

forg>2a—2 or a<l.

Dol ke

Meanwhile, for noninteger moments, Fig. 3 shows that
&(q) is in general a nonlinear function of g. Hence, the
exponent of the spatial gth moment exhibits a nontrivial
dependence on g and «. For instance, for any given value
of a, the moments (x%(7)) of order ¢ < @ — 1 behave as
for normal diffusion. This is directly related to the finite-
ness of the equilibrium moment (p??). By contrast, for @ —
1 < g <2a — 2, motion is subballistic superdiffusive, and
even quasiballistic superdiffusive for g >2a — 2. The
latter property illustrates the non-Gaussian nature of the
underlying process: Even if the second moment increases
linearly with time (a > 3), there always exist some higher-
order moments which exhibit superdiffusive behavior.
Thus, the second moment alone is not sufficient to fully
capture the dynamics, as is typical for multifractal pro-
cesses. For @ < 1, the process is monofractal.
Conclusion.—We have developed a general projector
operator method to derive a spatial Smoluchowski equation
in situations where there is no time scale separation be-
tween position and momentum variables. Our formalism is
able to treat both algebraic momentum relaxation and
nonstationary momentum dynamics in the quasistationary
limit. We have shown that spatial diffusion is described by
a nonstationary and non-Markovian generalization of the

5.0 .
asf T ¢TI1S g

el ol a g=25 »’: a
40r «=3.0 e
351 normal diffusion A
30F "7 ballistic motion {.f' B

251
201
15
1.0
051

0.0 L2
00 05 10 15 20 25 30 35 40 45 50

order g of moment

exponent £(q)

FIG. 3 (color online). Exponent &(g) of the moments
(|x]4(7)) = 7¢@ as a function of the order ¢, for different values
of a. The solid line corresponds to normal Gaussian diffusion
(&(g) = q/2); whereas, the dash-dotted line represents quasibal-
listic expansion (£(q) = ¢). The solid symbols are obtained by
fitting the long time behavior of Langevin simulations. The
multifractality of the process is clearly visible, as £(g) is not a
linear function of g. It interpolates between normal diffusion for
lower-order and quasiballistic motion for higher-order moments.
Same parameters as in Fig. 1.
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Smoluchowski equation that can be written as a systematic
expansion involving higher-order derivatives. We have
applied this equation to the problem of transport of cold
atoms in shallow dissipative optical lattices and obtained
explicit expressions for spatial moments of arbitrary order.
We have further established their generic multifractal be-
havior. Because of the latter, a truncation of the expansion
is not possible. As a consequence, the lowest order term
alone—given by a fractional diffusion equation—does not
suffice to account for the complexity of the dynamics.

We thank E. Barkai, D. Kessler, and F. Renzoni for
discussions. This work was supported by the Emmy
Noether Program of the DFG (Contract No LU1382/1-1),
the cluster of excellence Nanosystems Initiative Munich
(NIM), the Alexander von Humboldt-Foundation, and the
Focus Area Nanoscale of the FU Berlin.

[1] M.F. Shlesinger, G. M. Zaslavsky, and J. Klafter, Nature
(London) 363, 31 (1993).

[2] G. Grynberg and C. Robilliard, Phys. Rep. 355, 335
(2001).

[3] E. Lutz, Phys. Rev. A 67, 051402(R) (2003); Phys. Rev.
Lett. 93, 190602 (2004).

[4] Y. Castin, J. Dalibard, and C. Cohen-Tannoudji, in Light
Induced Kinetic Effects on Atoms, lons and Molecules,
edited by L. Moi et al. (ETS Editrice, Pisa, 1991).

[5] S.Marksteiner, K. Ellinger, and P. Zoller, Phys. Rev. A 53,
3409 (1996).

[6] L. Perotti, V. Alekseev, and H. Walther, Opt. Commun.
183, 73 (2000).

[7] T.W. Hodapp, C. Gerz, C. Furtlehner, C.1. Westbrook,
W.D. Phillips, and J. Dalibard, Appl. Phys. B 60, 135
(1995).

(8]
(9]
[10]

[11]

[12]

[13]
[14]

[15]
[16]

[17]

[18]
[19]

[20]
(21]

(22]
(23]

[24]
[25]

[26]

230601-5

P. Douglas, S. Bergamini, and F. Renzoni, Phys. Rev. Lett.
96, 110601 (2006).

H. Katori, S. Schlipf, and H. Walther, Phys. Rev. Lett. 79,
2221 (1997).

Y. Sagi, M. Brook, I. Almog, and N. Davidson, Phys. Rev.
Lett. 108, 093002 (2012).

C.W. Gardiner, Phys. Rev. A 29, 2814 (1984).C.W.
Gardiner, Handbook of Stochastic Methods (Springer,
Berlin, 1985).

D. A. Kessler and E. Barkai, Phys. Rev. Lett. 105, 120602
(2010).

H. Risken and H. D. Vollmer, Z. Phys. B 35, 313 (1979).
C.R. Doering, P.S. Hagan, and P. Rosenau, Phys. Rev. A
36, 985 (1987).

N.G. van Kampen, Can. J. Phys. 39, 551 (1961).

A. V. Plyukhin, Europhys. Lett. 75, 15 (2006).Phys. Rev. E
77, 061136 (2008).

We here omit the adjoint expression, which accounts for
the noncommutability of L, and L,, since its inclusion
does not change the final result.

D. A. Kessler and E. Barkai, arXiv:1202.0701 [Phys. Rev.
Lett. (to be published)].

A. Dechant, E. Lutz, D. A. Kessler, and E. Barkai, Phys.
Rev. Lett. 107, 240603 (2011).

A. Dechant and E. Lutz (to be published).

A.I. Saichev and G.M. Zaslavsky, Chaos 7, 753
(1997).S.G. Samko, A.A. Kilbas, and O.I. Marichev,
Fractional Integrals and Derivatives, Theory and
Applications (Gordon and Breach, Amsterdam, 1993).

R. Metzler and J. Klafter, Europhys. Lett. 51, 492 (2000).
D. Sornette, Critical Phenomena in Natural Sciences
(Springer, Berlin, 2006).

H.E. Stanley and P. Meakin, Nature (London) 335, 405
(1988).

J.-P. Bouchaud, M. Potters, and M. Meyer, Eur. Phys. J. B
13, 595 (2000).

G. Paladin and A. Vulpiani, Phys. Rep. 156, 147 (1987).


http://dx.doi.org/10.1038/363031a0
http://dx.doi.org/10.1038/363031a0
http://dx.doi.org/10.1016/S0370-1573(01)00017-5
http://dx.doi.org/10.1016/S0370-1573(01)00017-5
http://dx.doi.org/10.1103/PhysRevA.67.051402
http://dx.doi.org/10.1103/PhysRevLett.93.190602
http://dx.doi.org/10.1103/PhysRevLett.93.190602
http://dx.doi.org/10.1103/PhysRevA.53.3409
http://dx.doi.org/10.1103/PhysRevA.53.3409
http://dx.doi.org/10.1016/S0030-4018(00)00822-1
http://dx.doi.org/10.1016/S0030-4018(00)00822-1
http://dx.doi.org/10.1007/BF01135855
http://dx.doi.org/10.1007/BF01135855
http://dx.doi.org/10.1103/PhysRevLett.96.110601
http://dx.doi.org/10.1103/PhysRevLett.96.110601
http://dx.doi.org/10.1103/PhysRevLett.79.2221
http://dx.doi.org/10.1103/PhysRevLett.79.2221
http://dx.doi.org/10.1103/PhysRevLett.108.093002
http://dx.doi.org/10.1103/PhysRevLett.108.093002
http://dx.doi.org/10.1103/PhysRevA.29.2814
http://dx.doi.org/10.1103/PhysRevLett.105.120602
http://dx.doi.org/10.1103/PhysRevLett.105.120602
http://dx.doi.org/10.1007/BF01319854
http://dx.doi.org/10.1103/PhysRevA.36.985
http://dx.doi.org/10.1103/PhysRevA.36.985
http://dx.doi.org/10.1139/p61-056
http://dx.doi.org/10.1209/epl/i2006-10072-2
http://dx.doi.org/10.1103/PhysRevE.77.061136
http://dx.doi.org/10.1103/PhysRevE.77.061136
http://arXiv.org/abs/1202.0701
http://dx.doi.org/10.1103/PhysRevLett.107.240603
http://dx.doi.org/10.1103/PhysRevLett.107.240603
http://dx.doi.org/10.1063/1.166272
http://dx.doi.org/10.1063/1.166272
http://dx.doi.org/10.1209/epl/i2000-00364-5
http://dx.doi.org/10.1038/335405a0
http://dx.doi.org/10.1038/335405a0
http://dx.doi.org/10.1016/0370-1573(87)90110-4

