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We used photon pulses from an x-ray free-electron laser to study ultrafast x-ray-induced transitions of

graphite from solid to liquid and plasma states. This was accomplished by isochoric heating of graphite

samples and simultaneous probing via Bragg and diffuse scattering at high time resolution. We observe

that disintegration of the crystal lattice and ion heating of up to 5 eV occur within tens of femtoseconds.

The threshold fluence for Bragg-peak degradation is smaller and the ion-heating rate is faster than current

x-ray-matter interaction models predict.
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Ultrafast phase transitions from solid to liquid and
plasma states are important in the development of novel
material-synthesis techniques [1], in ultrafast imaging
[2,3], and in high-energy-density science [4]. Triggered
by intense photon pulses in the laboratory, such phase
transitions are complex. The kinetics of optical photon-
induced transitions has been studied extensively [1,5,6].
Optical photons are absorbed through collective electronic
processes [7]. In contrast, x-ray-induced dynamics are
expected to differ substantially because x rays generate
high-energy photoelectrons that equilibrate through colli-
sional ionization and develop into a hot electron gas.
Additionally, x rays penetrate materials to depths of more
than 1 �m, whereas optical penetration depths are rather
short (� 10 nm). The emergence of x-ray free-electron
lasers (XFELs) now enables the study of ultrafast x-ray-
induced transitions at extremely high time resolution and
over a large, isochorically heated volume.

We used pulses from an XFEL to excite graphite iso-
chorically to extreme conditions with electron tempera-
tures up to about 10 eV [8]. This induced ultrafast
electronic processes and, ultimately, an order-disorder
transformation. We characterized the x-ray-induced ultra-
fast ionization, lattice destruction, and temperature-
relaxation dynamics with a temporal resolution of tens of
femtoseconds by measuring the dynamic structure factor,
Sðk;!Þ, simultaneously both on and off the Bragg reso-
nance. At low x-ray intensities, the crystal structure stays
intact, the Bragg peak is very strong, and diffuse scattering
is weak. With increasing intensities, the Bragg peak de-
grades due to atomic ionization and motion, and the for-

ward diffuse elastic-scattering signal increases
correspondingly. The combined measurements of the
pulse-width dependence and fluence dependence of these
signals allowed us to extract the ion temperature as a
function of time.
We performed the experiments at the Linac Coherent

Light Source (LCLS) [9], using an x-ray energy of 2 keV,
pulse energies of up to 2.8 mJ, and pulse durations of 40,
60, and 80 fs. We determined the multiple-shot averaged
x-ray pulse duration from statistical analysis of single-shot
spectra within an error of 30% [10]. The pulse energy was
measured for each shot using an upstream nitrogen-
fluorescence detector [11]. The transmission of the beam
line was about ð15� 3Þ% [12]. The focal spot area was
determined from microscopic analysis of low-fluence
beam imprints in yttrium aluminum garnet [13]. We fo-
cused the x-ray pulses to a beam area of 36–10 �m2 onto
a highly oriented pyrolytic-graphite (HOPG) crystal, as
illustrated in Fig. 1. With this transmission and beam
area, we obtained intensities up to 2:9� 1016 W=cm2.
The crystal was mounted on an x-y-z movable rotation
stage, which was moved 250 �m or more between shots.
The x-ray fluence was varied from 0.02 to 1:2 kJ=cm2 with
a gas attenuator. HOPG comprises a mosaic structure of
highly oriented graphite crystallites, with an out-of-plane
angular spread of approximately 0.4� FWHM or less. In
the following we report our results as a function of peak
fluences and intensities at the center of the roughly
Gaussian beam.
We recorded the Bragg and diffuse scattering signals

from the same pulse that heats the target. Using an x-ray
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area detector (CCD) protected by a diamond foil attenu-
ator, we observed the back-reflected (002) Bragg peak,
which is sensitive to disturbances perpendicular to the
graphene layers of the 1-mm-thick HOPG crystal. The
Bragg angle for this configuration is sin�1ð�=2dÞ ¼
67:9�, where � ¼ 6:20 �A is the x-ray wavelength and

d ¼ 3:35 �A is the graphene spacing. We also measured
the single-pulse off-Bragg (diffuse) forward scattering
spectrum from thin HOPG films (15 �m) with a scattering

angle of 30� (scattering vector k � 0:52 �A�1) using a
curved HOPG crystal spectrometer (close to von Hamos
geometry [14]) with a resolution of 3.5 eV and a spectral
width of 300 eV. Off resonance (‘‘diffuse’’ or ‘‘Thomson’’)
x-ray scattering [15] has been developed and applied re-
cently to study high-energy density plasmas using longer-
wavelength XFELs [16].

A typical measured Bragg spot is shown in Fig. 1 and the
spot intensities versus the peak x-ray fluence for 40 and
80-fs-long pulses are shown in Fig. 2. The intensities were
evaluated by fitting two-dimensional Gaussians to the
Bragg spot image. Each data point in Fig. 2 represents an
average of 5–10 individual shots. For 40 fs pulses, we see a
prominent drop in the reflectivity (by a factor of 2.5)
between 0.018 and 0:03 kJ=cm2 and a total drop by a factor
of 8 above 0:5 kJ=cm2. For 80 fs pulses, we see a drop by a
factor of 3.3 between the lowest available fluence
(0:022 kJ=cm2) and fluences above 0:5 kJ=cm2. The initial

drop at low fluences is not seen for 80 fs pulses, possibly
due to the lack of very low-fluence data.
It is expected that two effects contribute to the degrada-

tion of the Bragg intensity: atomic motion and ionization.
The effect of atomic motion can be estimated from the
Debye-Waller factor D ¼ expð�2MÞ with M ¼ �u2sk

2
B=2,

where �u2s is the mean-square displacement of an atom from
its mean position in the direction of the scattering vector kB
(i.e. perpendicular to the graphene layers). Motions of
order 0.5–1 Å are needed to explain the observed intensity
drops. Ionization leads to a relative intensity of ðF=F0Þ2,
where F0 and F are the atomic scattering factors of the cold
and ionized material, respectively. Assuming that F is
proportional to the number of bound electrons, an ioniza-
tion of about 3.6 is required to explain the observed inten-
sity drops. Two theoretical modeling approaches were
explored to calculate the Bragg degradation due to these
effects. For high fluences, we considered a classical mo-
lecular dynamics (MD) model for electron and ion motion
[17], including x-ray ionization and heating. This model
reproduces the drop in reflectivity for the 80 fs pulses with
about 20% and 80% contributions from atomic motion and
ionization, respectively. However, the model underesti-
mates the reflectivity drop for the 40 fs pulses by a factor
of 2. It appears that ionization and/or motion is happening
faster than the model suggests. For low fluences, the elec-
trons are nearly degenerate and we explored a tight-binding
molecular dynamics (TBMD) [18] model for this regime.
With TBMD, we do not see the steep drop in reflectivity at
low fluences seen in experiment for 40 fs and 80 fs pulse
lengths. It is conceivable that the mild heating (by a few
eV/atom) in the low-fluence regime could lead to atomic
excitation and an associated drop in the atomic form factor,
not included in the model, or that the applicability of the
TBMD model, originally developed for the optical regime,
is not correct for x rays due to the different coupling with
the material and the associated electron-induced ionization
cascades.
Figure 3 shows representative average diffuse scattering

spectra for different pulse lengths, from which we can
identify the elastic-scattering (Rayleigh) peak around

FIG. 2 (color online). Measured pulse-averaged Bragg inten-
sity with 1� error bars as a function of the peak fluence for two
different pulse lengths.

FIG. 3 (color online). Scattering spectra for 60 and 80 fs
pulses.

FIG. 1 (color online). Experimental setup to characterize the
response of the graphite crystal simultaneously through elastic
and inelastic diffuse scattering and Bragg scattering.
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2005 eVand the inelastic feature centered around 1970 eV.
The most striking result is the pronounced
increase in Rayleigh scatter with pulse length while the
integral of the inelastic scattering feature remains fairly
constant. Since Doppler-broadening due to ion motion is
very small compared to the spectrometer resolution, the
measured Rayleigh shape corresponds to the XFEL source
spectrum. As ionization proceeds, we expect scattering
from plasmon waves to appear at energy shifts of
10–15 eV from the Rayleigh peak. The downshifted plas-
mon cannot be uniquely identified due to spectral overlap
with the Rayleigh feature and Compton scattering from
bound electrons or L-shell Compton scattering. The ab-
sence of an upshifted plasmon feature allows us to set an
upper limit on the electron temperature of 10 eV using the
principle of detailed balance. The inelastic feature (shaded
in Fig. 3) consists of scattering from delocalized and
valence electrons [19], and its spectrally integrated signal
is expected to be roughly constant as follows from Bethe
f-sum rule normalization [20]. We use this property to
absolutely calibrate the measured spectra. We have ana-
lyzed 20 to 50 spectra for each pulse length of 40, 60, and
80 fs. Figure 4(a) shows the integrated Rayleigh intensity
(normalized to the incoming pulse energy) as a function of
peak pulse intensity for different pulse lengths. For a given
pulse length, this Rayleigh strength depends roughly line-
arly on the pulse intensities at 40 and 80 fs. For 60 fs pulse
length, we only have high-intensity data. From this data set
we obtained the Rayleigh strength as a function of pulse

length at a fixed incident intensity, chosen to be
1:6� 1016 W=cm2. By identifying the contributions from
different parts of the pulses we obtain the Rayleigh inten-
sity at different time intervals, shown in Fig. 4(b). Here we
assume that each XFEL pulse is constant in time (flat-top
pulse), which is consistent with simulations for LCLS [9].
This Rayleigh intensity increases with time because the
diffuse scattering component generally increases with de-
creasing Bragg intensity and increasing ion temperature.
We now analyze the diffuse scattering data (Fig. 4) to

obtain information on the ionization state and ion tempera-
ture achieved in the x-ray heated plasmas. The early time
(0–40 fs) diffuse Rayleigh intensity in Figs. 4(a) and 4(b) is
understood to be low due to destructive interference caused
by the regular crystal structure, complementary to en-
hanced Bragg scattering due to constructive interference.
Beyond 40 fs, Bragg scattering weakens and Rayleigh
scattering increases. We analyze the Rayleigh intensity
using plasma-based models [21–23]. The dynamic struc-
ture factor Sðk;!Þ can be decomposed into terms describ-
ing near elastic scattering, (SRayl), inelastic scattering from

free electrons (Sff), and from bound electrons (Sb):

Sðk;!Þ ¼ SRaylðk;!Þ þ Sffðk;!Þ þ Sbðk;!Þ: (1)

The elastic term can be written as

SRaylðk;!Þ ¼ jfIðkÞ þ qðkÞj2Siiðk;!Þ; (2)

where fIðkÞ is the atomic form factor, qðkÞ describes the
plasma screening, and Siiðk;!Þ is the ion-ion structure
factor. Here we concentrate on the spectrally integrated
quantities SRaylðkÞ and SiiðkÞ. Utilizing Debye-Hückel the-

ory, the ion-ion structure factor can be written as [24]

SiiðkÞ ¼ k2 þ �2
e

k2 þ �2
e þ �2

i

; (3)

where �e and �i are the inverse Debye length of the
electrons and ions, respectively. Under the experimental
conditions investigated here one can take the limit k ! 0
and ZfTe�Ti, and show that Siiðk;!Þ scales as Ti=ZfTe:

SiiðkÞ!k!0 �2
e

�2
e þ �2

i

¼ 1

1þ Zf
Te

Ti

!ZfTe�Ti Ti

ZfTe

; (4)

where Zf is the ionization state, and Ti and Te are the ion

and electron temperatures, respectively. Furthermore, for
the experimental parameters studied here, jfIðkÞ þ
qðkÞj2 � 24, nearly independent of temperature. Hence
within the Debye-Hückel model the integrated strength
of the Rayleigh feature in the collective regime scales as

SRaylðkÞ ¼ jfIðkÞ þ qðkÞj2SiiðkÞ / Ti

ZfTe

: (5)

Calculations of SRaylðkÞ with more sophisticated models

for the ion-ion structure factor [22,25] support the

FIG. 4 (color online). (a) Integrated elastic diffuse scattering
signal per incoming XFEL pulse energy for different pulse
lengths and peak intensities, and a linear fit to the data. The
inset shows the full data set. (b) Integrated elastic diffuse
scattering signal for an intensity of 1:6� 1016 W=cm2.
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ion-temperature scaling derived within the Debye-Hückel
model.

We then obtain two relationships for the plasma parame-
ters Te, Ti, and Zf. The first is from Eq. (5). The second

relation is obtained by equating the deposited x-ray energy
in the graphite to the sum of the kinetic energies of the ions
and electrons, and the binding energy [26]. With a maxi-
mum dose of 41 eV=atom, using the cold x-ray absorption
cross section is sufficient for this estimate. Equating the
measured Rayleigh strength in Fig. 4(b) to values calcu-
lated from Eq. (5), we find an allowed range of Ti and
Zf for two time intervals, as shown in Fig. 5. For the results

presented in Fig. 5 we used the one-component plasma
with negative screening model [22]. The results are very
robust with the choice of model for calculating the ion-ion
structure factor. Classical MD calculations are fairly con-
sistent with the values constructed from the data at 50 fs,
but they underestimate the ion temperature later in the
pulse. Accordingly, the calculated ion-heating rate be-
tween 50 and 70 fs of 0:04 eV=fs is significantly lower
than the measured rate of 0:17 eV=fs. The measured range
of the charge state is 0.8 to 1.2, which agrees well with the
simulation results of 0.8 to 1.0. The electron temperature in
the measured data in Fig. 5, calculated using Eq. (5),
ranges between Ti and 10 eV.

In summary, we pioneered a new ultrafast technique
using XFEL pulses to simultaneously heat and probe
materials by Bragg and diffuse x-ray scattering. We used
this technique to study ultrafast order-disorder transforma-
tions in graphite providing critical information that
changes our understanding of high-intensity x-ray interac-
tion with matter. We found that the Bragg reflectivity drops
at surprisingly low fluences even for relatively short
(� 40 fs) x-ray pulses, suggesting that unlike in the optical
case, the reflectivity drop is associated not only with
atomic motion but also significantly with an electronic
process. We further found that the electron-ion coupling
occurs faster than expected, which could be an obstacle
for atomic-resolution single-particle imaging [2] and nano-
crystallography [3] at XFELs since x-ray damage proceeds
faster than anticipated.
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Phys. Rev. E 81, 065401 (2010).

[23] C. Fortmann et al., Laser Part. Beams 27, 311
(2009).

[24] D. Kremp, M. Schlanges, and W.-D. Kraeft, Quantum
Statistics of Nonideal Plasmas (Springer, New York,
2005).

[25] G. Gregori, A. Ravasio, A. Höll, S. H. Glenzer, and
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