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We present an ab initio molecular dynamics simulation of the dynamics of an excess electron solvated

in supercritical CO2. The excess electron can exist in three types of states: CO2-core localized, dual-core

localized, and diffuse states. All these states undergo continuous state conversions via a combination of

long lasting breathing oscillations and core switching, as also characterized by highly cooperative

oscillations of the excess electron volume and vertical detachment energy. All of these oscillations

exhibit a strong correlation with the electron-impacted bending vibration of the core CO2, and the core-

switching is controlled by thermal fluctuations.
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The discovery of excess electron (EE) solvation in vari-
ous media has implications in biology, chemistry, atmos-
pheric science, astrophysics, and cluster science [1–7].
When high-energy radiation or an electrode discharge
passes through some medium, solvent-bound electrons
may be formed. Such electrons exist mainly in three forms:
solvent-bound valence anions, cavity-type solvated states,
and diffuse states, depending on the medium’s electronic
properties, heterogeneity, and degree of aggregation.
Although solvated states and solvent-bound valence anions
are well known, with clearly characterized structures
[8–17], EE delocalization has been relatively little ex-
plored. Usually, when an EE is added into a fluid, it is
absorbed first as a delocalized state, and then may evolve to
a localized state. Even if a localized state is formed, it is
generally short-lived and readily converts into other local-
ized or diffuse states before being scavenged or reacting
[8]. This scenario is different from what occurs in gas
phase clusters. Information about conversions among lo-
calized and diffuse states or the evolution dynamics of
solvent-bound EEs is very scarce.

Supercritical CO2 (scCO2), a nontoxic, nonflammable,
easily recyclable, and environmentally friendly solvent, ap-
pears to be a promising medium for charge-transfer reac-
tions, and for reprocessing nuclear waste [18–31]. Unlike
polar water, ammonia, alcohols, and apolar or weakly polar
organic solvents, a CO2 molecule is bond polar but overall
apolar and has a large negative gas phase vertical electron
affinity (� 0:9 eV) [26,27], indicating that it can not
directly bind an EE. However, bending vibrations can lead
to a transient dipole for eachCO2, and thus to its potential to
bind an EE. Further, solvation in liquid or clusters or ad-
sorption on solid surfaces could improve its EE-binding
ability by stabilizing the EE-bound CO2 motifs [32–41].
In particular, in the supercritical state, the CO2 molecule is
marginally nonlinear with an average angle of �174�, and
thus possesses a small dipole moment [42–47]. Thus, scCO2

could bind an EE through bending and solvation. The
exclusive formation of two kinds of cored valence anions
in neat scCO2 and gaseous clusters: monomer-core (CO�

2 )
and dimer-core (C2O

�
4 ) anions [24–31,35–41] has been

suggested experimentally and theoretically. To our knowl-
edge, however, their EE states have not yet been elucidated
in finite CO2 systems. Although a lot of structural and
electronic information about EE-bound motifs has been
acquired experimentally and theoretically for charged
scCO2 or liquidCO2 and gaseous ðCO2Þ�n (n ¼ 1–17) anion
clusters that suggests the existence of two kinds of core ions
(CO�

2 versus C2O
�
4 ) and possible switching between them,

subject to the ðCO2Þ�n size [26–29,35–41], the relevant
dynamical information is scarce. Also, the degree of local-
ization of an EE in scCO2 needs clarification, because it is
closely associated with the assignment of various possible
states of the solvent-bound EE and its evolution dynamics.
Microscopic level information on an EE in scCO2 is

experimentally difficult to obtain because of the ultrafast
dynamics and short lifetimes of the solvated EE states. In
this work, we conducted ab initio molecular dynamics
(AIMD) simulation studies of an EE-absorbed in dense,
liquidlike scCO2 with the aims of exploring the EE states
and time evolution dynamics, and providing a microscopic
level understanding of the interactions of a quasifree EE
with scCO2.
AIMD simulations were performed on a supercritical sys-

tem (T ¼ 314:1 K, �c ¼ 0:837 g=cm3) consisting of 60
CO2 molecules in a periodically repeated cubic cell (cell
parameter of 17.37 Å) and anEE. This systemwill be referred
to asEE@scCO2. Spin unrestricted calculations were carried
out for 9 ps after the addition of an EE to the neutral system
that was preequilibrated for 3 ps. The system temperaturewas
kept around 314.1 K by the use of a Nosé-Hoover chain of
thermostats within the canonicalNVT ensemble. The� point
was used in the Brillouin zone sampling. A 1 fs time step
was used to ensure good control of the conserved quantities.
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The nonlocal Becke, Lee, Yang, and Parr exchange-
correlation function and a double numerical plus polarization
basis set [48,49] were used in the AIMD simulations. The
finite range cutoff of the atomic basis set was 3.7 Å and self-
consistent field convergence thresholdwas 10�6. The electro-
static potential was evaluated by solving Poisson’s equation
[50] with cutoff optimization in a completely numerical
approach for the charge density. The spin states of electrons
in a single unit cell were changed from singlet to doublet upon
the addition of an EE to the equilibrated neutral system, and
the total charge of the unit cell was reset to�1. In addition,
two larger cells containing 90 and 125 CO2 molecules with
different initial configurations were also AIMD simulated
for EE@scCO2 with similar results. Examinations also in-
dicate that the adiabatic assumption is valid for all these
AIMDsimulations.We also calculated thevibrational density
of states of neutral scCO2 and compared it with the
Car-Parrinello molecular dynamics results [44]. The agree-
ment is excellent and indicates that the correspondingvelocity
time correlation function decays by dephasing on about a
0.5 ps time scale [51].

Upon an attachment to the preequilibrated neutral scCO2,
an EE enters the lowest of a low-lying unoccupiedmolecular
orbital set (an empty band) consisting of a LUMO of each
CO2. This results in the formation of a singly occupied
molecular orbital (SOMO) with the EE distributed over
several CO2 molecules [Fig. 1(a)]. For each CO2 participat-
ing in binding the EE cooperatively, it binds a part of the EE
mainly through its polarization interaction, a distinctlydiffer-
ent mechanism from that which operates in water and other
solvents, with their polar, dipolar, or electrostatic-based

potentials. Inspection of different starting configurations
for EE injection shows similarly diffuse distributions. The
average vertical electron affinity of these different starting
configurations is about 1.0 eV, indicating that EE capture is
thermodynamically favorable. This result is in agreement
with the experimental conclusion that liquid CO2 is an
efficient electron captor [29], and alsowith the small polarity
of scCO2 predicted from neutron diffraction experiments
and other AIMD simulations [42–47].
One anticipates that the vertically absorbed EE is

unstable or metastable and that it rapidly relaxes to a
stabilized state. As expected, at an early time of about 20 fs
the absorbed EE gradually stabilizes. But, unexpectedly,
not all the CO2 participate in binding the absorbed EE or
promote its further stabilization. Instead, only one CO2

dominates the time evolution. The EE cloud becomes
localized, gathering around one CO2 that acts as a core,
and all the other molecules solvate the core-tethered EE
[Figs. 1(b) or 1(c)]. Then, as time progresses, the EE cloud
expands to a diffuse state, similar to its initial state. This
process can be considered as a breathing process, with a
period of about 40 fs. Interestingly, the diffuse EE cloud
can shrink back to the same core CO2, becoming a local-
ized state, and then expanding to a diffuse state again, with
an average breathing period of about 40 fs.
Figure 2(a) displays theEE states at three different times in

the range of 8200–8320 fs (Fig. 3), which shows the change
of the EE states and the corresponding breathing process
and period. This breathing oscillation around the same core
can last for 1–3 ps until the EE gathers around a new core
(another CO2) subject to thermally induced configurational
fluctuations. This latter core-switching localization process
describes a transfer step of the EE from one localized state to
another. But, it occurs through a breathing shift pathway

FIG. 1 (color online). (a) SOMO contours of an EE in scCO2

in a representative delocalized state, (b), ( c) two typical local-
ized states, and (d) A dual-core (quasi) localized state. Surfaces
are plotted at an isovalue of 0.003. Notably, the dual-core
localized state is not a dimer-core state, because the two cores
are separated in the former.

FIG. 2 (color online). SOMO character of the representative
snapshots over two arbitrary time intervals extracted from the
AIMD simulations. The core CO2 molecules are highlighted in
ball and stick scheme, and the times are marked on each panel.
(a)An arbitrary breathing period. (b)Core-switching shiftmigration.
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instead of a simple donor-to-acceptor one-step transfer. It can
be described as a core-switching, breathing shift mechanism
[Fig. 2(b)], and is a novel electron transfer mechanism. This
complex transfer process generally takes place within about
40–120 fs, about 1–3 times the breathing oscillation period
(40 fs) in which some dual-core-based localized states could
be observed [Fig. 1(d)] as transitory intermediate states.
After core-switching, similar breathing oscillations around
the new core continue for some time until the next new core
is formed.

To characterize the spatial extent of the EE cloud and
depict the breathing oscillation, the volume encapsulated by
the 0.03-isovalued spin density surface was calculated for
each snapshot configuration, and its time course is displayed
in Fig. 3, for an arbitrary time region. Unexpectedly, this
parameter exhibits a continuous time oscillation, in com-
plete cooperativity with the breathing oscillation of the EE
distributions. Also, we observed a strong correlation of the
continuous breathing phenomenon and breathing-shift-
based, core-switching migration with the bending vibrations
of relevant CO2 molecules along with stretching-coupled
periodic bending vibrations (Fig. 3).

In addition, geometrical characteristics of the breathing
oscillation were examined by analyzing the radial dis-
tribution functions of the intermolecular C-C distance, inter-
molecular C-O distance, intramolecular C-O distance, and
the angle distribution function of the ffOCO angle (Fig. 4)
for both scCO2 and EE@scCO2. No noticeable changes of
the C-C and C-O distances were found in EE@scCO2

compared with those in neutral scCO2 [Fig. 4(a)], while a
statistical analysis of the bending angle distribution reveals
the EE-trapping effect [Fig. 4(b)]. A distinct difference
between an EE-binding core CO2 and an arbitrary neutral
CO2 molecule is that the bending angle distribution of the
former becomes wide and its peak shifts considerably toward
the small angle region. In combination with the features with
which both bending and elongation of a CO2 increase its
electron-binding ability, the breathing motion of the EE
cloud arises from stretching-coupled bending vibrations of
the CO2 molecules [35]. The ffOCO bending vibration

also exhibits regular oscillations in its time evolution, in
cooperativity with the continuous breathing oscillation and
core-switching (see Figs. 3 and 5). For a core molecule, the
ffOCO angle oscillates in a range of 150�–180� with an
average of about 165�, while a surroundingCO2 (uncharged,
similar to a CO2 in neutral scCO2) oscillates between
170�–180� with an average value at around 175�, in agree-
ment with experimental observations and other AIMD
simulations on neutral scCO2 [42–47].
Dual-core (two separated single cores) states were

observed in the core-switching process, but the dimer
core, ðO2C-CO2Þ�, did not occur, in indirect agreement
with the cluster-model-based assertion that the monomer
core (CO�

2 ) is preferred in ðCO2Þ�n clusters, for n ¼ 7–13
[38–40]. This is understandable. Since scCO2 is flexible,
due to thermal fluctuations, the EE-binding motif is
unlikely to possess a well-defined structure [28]. As re-
vealed by photoelectron imaging, the orbital nature of the
two competing core ions is similar in ðCO2Þ�n (n ¼ 4–9)
anion clusters, and the dimer-core anion electronic struc-
ture can be expressed as a linear combination of two
monomeric contributions [40,41], implying the dual cores
observed in this AIMD simulation. The existence of a
dimer core relies on symmetric solvent configurations,
especially in the first solvent shell. However, such configu-
rations are unlikely to form in the dynamical process, and
thus the nonoccurrence of the dimer core is reasonable.
Furthermore, monomer-core localized electron states can
not be simply described as a CO�

2 valence anion because

only a part of the EE is localized on the CO2 core.
To characterize the stability of an EE in scCO2, vertical

detachment energies (VDEs) were determined for selected
snapshots. Figure 3 shows that VDEs fall in the range
0.70–1.24 eV with regular oscillations along the trajectory
that are highly cooperative with the bending vibration
oscillations and thus continuous EE breathing oscillations.

FIG. 3 (color online). Oscillation behavior of the VDE (left
panel), the volume surrounded by the spin density isovalue (0.03)
surfaces of EE (right panel) for an arbitrary time period
(8200–8320 fs), and their cooperative relationships with the
ffOCO angle change. Note for both panels from left to right,
the curves starting from the lower correspond to the angle
change, while those starting from the upper correspond to
VDE and volume changes, respectively.

FIG. 4 (color online). (a) Radial distribution functions and
(b) angular distribution function of the intramolecular ffOCO
of the core CO2, for the neutral and the EE-absorbed scCO2.
Addition of an EE to scCO2 has a noticeable effect on the
ffOCO distribution. The statistical analyses are made on the
basis of the trajectory data in the last 3 ps of the AIMD
simulations for EE@scCO2 and scCO2, respectively. Note that
in the left panel, the curve with a higher peak at about 4Å
corresponds to the C-C distance distribution, while other curves
correspond to the C-O distance distribution. In the right panel,
the curve with a wide peak corresponds to the negative.
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In general, the diffuse EE states have small VDE values
(0.7–0.8 eV), while the localized EE states have large ones
(1.1–1.2 eV). The small difference (�0:5 eV) between the
two limits (fully diffuse versus localized) and frequent
oscillations suggest a large mobility for the EE, and also
a propensity to escape from scCO2.

In traditional studies based on cluster models, VDEs are
generally calculated only at the minimum energy geome-
tries. In reality, a VDE varies with the molecular geometry
and bulk fluctuations. Consequently, VDEs of an EE in
scCO2 should correspond to a broad peak in a photoelectron
spectrum, in the range �0:7 to 1.3 eV. The experimental
VDE values of 1.2–1.7 eVonmonomer-coredCO�

2 � ðCO2Þn
cluster anions indirectly support our conclusion [41].

We also performed another AIMD simulation at a
high temperature supercritical state (T ¼ 373:0 K, �c ¼
0:800 g=cm3). The time-dependent ffOCO angle changes
of two arbitrary CO2 molecules that do not participate in
binding an EE and two core CO2 molecules in EE@scCO2,
which bind the EE, extracted from two temperature trajec-
tories are shown in Fig. 6. Two points are revealed by
comparing the four oscillation curves (charged versus un-
charged, 314.1 versus 373.0 K): (1) Charging considerably
elongates oscillation periods of the ffOCO angle bending
vibration, especially for the high temperature system.
(2) High temperature inhibits the bending oscillations
of the charged systems, as is clear from the oscillation
periods (�40 fs=314:1 K versus 50–60 fs=373:0 K) of the
charged core CO2. Correspondingly, oscillations of the EE
distributions and VDEs also slow down. Thus, both charging
and raising the temperature can inhibit the bending vibra-
tions of CO2 molecules and the oscillations of the EE cloud.

As an additional note, although low-energy electron
attachment leading to vibrational excitation or chemical
bond cleavage of molecules has been extensively used to
investigate the structure of molecules or molecular clusters
as well as the states of the added electron [52], no dis-
sociated products were observed in our AIMD simulations
on bulk scCO2 with a zero-energy EE. This indicates that

the stretching vibration is not a main contributor to the
stabilization of the absorbed EE, and steady absorption of a
zero-energy electron in scCO2 does not lead to vibrational
excitation or to C-O bond cleavage, in agreement with
the experimental observation of large dissociation energy
(>4:0 eV) of CO�

2 [26].
In summary, we have shown that after an EE is absorbed

in scCO2, various diffuse states and families of localized
states are repeatedly observed. All these states convert
from one to another through continuous breathing oscilla-
tions and core-switching pathways, with occasional dual-
core intermediate states. All of the observed oscillations
are attributed to the electron-impacted bending vibration of
the core CO2, and the core-switching is controlled by
thermal fluctuations of the solvent.
In contrast with cluster-based results, where various

ðCO2Þn-cored localized state structures were found, our
AIMD simulations reveal not only localized states corre-
sponding to the clustering structures, but also diffuse states
corresponding to a conduction band structure, which occurs
for about half the trajectory time. Frequent and fast con-
versions among the diffuse and localized states suggest that
an EE has high mobility in scCO2, in agreement with
previous experimental conclusions, and is distinctly differ-
ent from EE diffusion in polar liquids, such as water, which
occurs on a much slower time scale [53]. Finally, we note
that there has been great activity in the area of ultrafast 2D
IR vibrational echo spectroscopy [54] that could be an
appropriate probe of EE effects on scCO2 vibrational modes.
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