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We introduce a microscopic particle-in-cell approach that allows bridging the microscopic and

macroscopic realms of laser-driven plasma physics. As a first application, resonantly driven cluster

nanoplasmas are investigated. Our analysis reveals an attosecond plasma-wave dynamics in clusters with

radii R ’ 30 nm. The plasma waves are excited by electrons recolliding with the cluster surface and travel

toward the center, where they collide and break. In this process, energetic electron hot spots are generated

along with highly localized attosecond electric field fluctuations, whose intensity exceeds the driving laser

by more than 2 orders of magnitude. The ionization enhancement resulting from both effects generates a

strongly nonuniform ion charge distribution. The observed nonlinear plasma-wave phenomena have a

profound effect on the ionization dynamics of nanoparticles and offer a route to extreme nanoplasmonic

field enhancements.
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A key challenge in modeling laser-driven plasmas is to
properly resolve both microscopic and macroscopic phe-
nomena. Microscopic processes, such as atomic collisions,
require Angstrom resolution, while the macroscopic scale
is determined by the laser wavelength. For example, an
exact classical analysis of near-infrared laser-driven solid-
density plasmas requires us to resolve 4 orders of magni-
tude in space (from Å to �m) and to trace 1010 classical
particles along with laser propagation. Currently, no nu-
merical method can fulfill all these demands. The most
common numerical tools are electrostatic molecular
dynamics (MD) [1] and the particle-in-cell (PIC) method
[2–4]. Both have their merits and limitations.

In the electrostatic limit, classical plasma dynamics is
described exactly by MD. Newton’s equations are solved
for all charged particles and the sum over all binary
Coulomb forces can be efficiently done by tree [5,6] or
particle-particle-particle-mesh (P3M) methods [7]. MD
works well for small nanoplasmas (clusters), where the
dipole approximation and the neglect of field propagation
are justified [8,9]. It has revealed the importance of micro-
scopic processes, such as collisions and plasma micro-
fields, in dense nonrelativistic plasmas [8,9].

Wave propagation phenomena, however, require the
solution of Maxwell’s equations and are studied by PIC
codes [2–4]. Typically, Maxwell’s equations are solved on
a grid along with the relativistic equations of motion for all
PIC particles [10–12]. As one PIC particle represents many
microscopic particles, fine-grained atomic processes are
lost. Collisions can be reintroduced via Monte Carlo meth-
ods [13,14]. This is valid for weak coupling, where micro-
field fluctuations are negligible and microscopic
interactions are limited to small-angle binary collisions.

The nonrelativistic dynamics of laser-driven clusters and
bulk materials proceeds far from equilibrium and is

strongly coupled [15,16]. In this realm, standard kinetic
theory fails and collisional PIC misses important effects:
(i) As the local temperature and the Coulomb logarithm
cannot be defined unambiguously, scattering rates
cannot be quantified; (ii) many-particle recombinations
via three and more body collisions become important;
(iii) plasma microfields enhance field and impact ioniza-
tion [17,18]; (iv) PIC particles exceed the surface length
scale, prohibiting a quantitative account of surface
phenomena.
The microscopic particle-in-cell concept, MPIC, was

developed to address the shortfalls of MD and PIC [19].

PIC particles and grid spacing (�x) are shrunk to� 1 �A to
represent single physical particles. The fields obtained from
Maxwell’s equations then contain all microscopic interac-
tions. Therefore, the classical plasma dynamics is modeled
exactly, as in MD, and wave propagation is accounted for as
well. However, as the solution of Maxwell’s equations
scales with (/ 1=�x4), modeling simulation volumes big
enough to bridge microscopic and macroscopic realms has
been out of reach so far.
In this Letter, we introduce a new microscopic particle-

in-cell method named MicPIC that overcomes the above
limitations of the MPIC scheme with a P3M force splitting.
In MicPIC, long-range electromagnetic interactions are
treated on a PIC level with particles represented by wide
Gaussian profiles on a coarse grid. When two particles
come close, the PIC field is replaced by the electrostatic
one to resolve microscopic (Mic) interactions. MicPIC can
currently track 107 particles on a single CPU (1010

expected with parallelization). The microscopic resolution
with comparable particle numbers was so far restricted
to electrostatic P3M [7] or tree schemes [5], which, how-
ever, neglect laser propagation and magnetic fields.
MicPIC opens up new frontiers by enabling a classically
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exact, microscopic analysis of macroscopic laser-matter
processes.

As a first application, we study resonant Mie plasmon
excitation of metal-like cluster nanoplasmas. A compari-
son with MD and Mie theory validates MicPIC and shows
that propagation effects notably modify the absorption for
cluster radii R * 20 nm: i.e., an electrostatic treatment is
no longer justified. Our main finding is the excitation of
plasma waves in these surprisingly small clusters at mod-
erate laser intensities (< 1014 W=cm2). They are created
by electrons recolliding with the cluster surface and propa-
gate into the cluster. The spherical cluster geometry fo-
cuses the waves toward the cluster center, where they
collide and break. This results in the enhanced generation
of fast electrons near the cluster center and in strong atto-
second electric field fluctuations. Both effects augment
ionization and create a strongly nonuniform ion charge
distribution.

In MicPIC, each actual plasma particle (electron or ion)
is described by a charge density �iðrÞ ¼ qigðjr� rij; w0Þ,
where qi and ri are the charge and position of the ith

particle and gðr; wÞ ¼ expð�r2=w2Þ=�3=2w3. The finite
effective width w0 of the particle emulates its quantum
nature and the resulting softening of Coulomb interactions.
The propagation of the laser field and particles is done in a
two stage process: (i) Long-range forces and radiation are
described via the electromagnetic PIC method on a grid;
(ii) short-range interactions are determined by a local
(gridless) electrostatic MD on the microscopic (Mic) level.
These two stages motivate the name MicPIC.

On the PIC level, particles are represented by a charge

density �
pic
i ðrÞ ¼ qigðjr� rij; wpicÞ whose width is larger

than the actual particle width (wpic � w0). As a result,

interactions of nearby particles are underestimated. The
necessary short-range correction contributes only for rij ¼
jrj � rij< rcut with cutoff radius rcut � 3wpic.

The total MicPIC force on the ith particle reads

f i ¼ �X

j

rriV
mic
ij þ

Z
�
pic
i ½Epic þ _ri � Bpic�d3r; (1)

where Vmic
ij represents the local correction potential (Mic).

The second term includes the electromagnetic fields Epic

and Bpic sampled on the PIC grid. Fields and particles are
propagated by solving self-consistently (i) the classical
equations of motion for all particles subject to the force
in Eq. (1) and (ii) Maxwell’s equations using the PIC

charge and current densities �pic ¼ P
i�

pic
i and jpic ¼

P
i _ri�

pic
i , respectively. For a detailed derivation see the

Supplemental Material in [20].
Finally, it should be noted that MicPIC contains both

PIC (wpic ¼ w0) and MD (wpic ! 1) as limiting cases.

Further, MicPIC scales linearly with particle numberN and
load balancing between Mic and PIC parts can be adjusted
by varying wpic; see [20].

As a metal cluster model system, we study preionized
spherical nanoplasmas in 800 nm laser pulses [Gaussian
field envelope expð�t2=�2Þ, � ¼ 7 fs, flat beam profile,
polarized along x, propagation along z]. The MicPIC pa-
rameters are a 3003-cell PIC grid with mesh size �x¼5 �A,
uniaxial perfectly matched layer boundary conditions [21],
a PIC particle width wpic ¼ 1:15�x, and a cutoff rcut ¼
3�x (see [20]).
We first study the role of propagation effects for the

nearly linear excitation of resonant clusters at intensity
6� 1011 W=cm2. The cluster for MicPIC andMD analysis
is modeled by one conduction electron per ion, fcc struc-

ture, and ionic Wigner-Seitz radius rs ¼ 3:6 �A (Mie plas-
mon at 800 nm); the ionization of bound atomic electrons
is disregarded. Further, we use an initial electron tempera-

ture Te ¼ 5 eV and a particle width w0 ¼ 1 �A (electrons
and ions). This system allows us to validate MicPIC by
comparison to well-established theories; see Fig. 1.
In the small-cluster limit, propagation effects are negli-

gible and MD describes the classical cluster dynamics
exactly. As the excitation takes place in the linear response
regime, MicPIC results for large clusters can be compared
with Mie theory [22], which fully accounts for propagation
effects. In the small-cluster electrostatic limit, Mie theory
simplifies to the so-called nanoplasma model [23] (see [20]
for further details). For both analytic models (Mie and
nanoplasma), the laser pulse spectrum was taken into
account. In both, Mie and nanoplasma theory, microscopic
interactions are contained in a Drude dielectric function
"ð!Þ ¼ 1þ �0 �!2

p=ð!2 þ i!�Þ, with �0 a real valued

background susceptibility, � the collision frequency, and

!p ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2ne=me"0

p
, the plasma frequency. For a perfectly

metallic sphere, the Mie plasmon frequency is !mie ¼
!p=

ffiffiffi
3

p
. The collision frequency is a function of the cluster

radius �ðRÞ ¼ �0 þ �1=R, containing volume and surface
terms. Matching the nanoplasma model to MD results (see
[20]) yields the coefficients �0 ¼ 0:15, �0 ¼ 0:102 fs�1,
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FIG. 1 (color). Absorption (Qabs) and scattering (Qsca) effi-
ciency of preionized clusters excited at resonance (800 nm) by
7 fs laser pulses with peak intensity 6� 1011 W=cm2. The
efficiencies reflect the absorbed or scattered energy normalized
by the laser energy flow through the geometrical cluster cross
section.
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and �1 ¼ 2:4 nm fs�1, which are used in the Mie model to
validate MicPIC.

The MicPIC and MD data in Fig. 1 agree well for small
clusters, proving that MicPIC accounts correctly for colli-
sions. Excellent agreement of MicPIC and Mie theories for
all sizes proves the correct account of macroscopic optical
effects. Reduced MicPIC absorption for R * 20 nm (com-
pared to MD) reflects radiation damping as a clear sign of
propagation effects. Values of Qabs beyond unity for R *
8 nm imply absorption cross sections higher than the geo-
metric cross sections (absorption paradox).

In the second part, nonlinear, resonant cluster excitation
at higher intensity (6� 1013 W=cm2) is studied, which
reveals new dynamical effects. The high cluster microfields
and electron energies require a treatment of impact and
tunnel ionization including their enhancement by plasma
fields; our implementation follows Ref. [18].

In experiments, resonance is established by a cluster
expansion after 0:1–1 ps. As MicPIC cannot cover such
times without parallelization, we model only the second
stage of a pump-probe scenario. In the first stage, a pump
pulse is assumed to preionize a Xe cluster. Our MicPIC
analysis starts when the expanding cluster is in resonance
with the probe pulse (800 nm). As an initial condition, we
assume a charge neutral, R ¼ 30 nm cluster with a homo-
geneous ion charge state Xe4þ and ion Wigner-Seitz radius

rs ¼ 5:6 �A; electrons are relaxed to a steady state
with a temperature of 4 eV. Runs with smaller clusters
corroborate our idealized initial condition. For moderate
pump intensities (& 1014 W=cm2) and pulse durations
(* 50 fs), cluster expansion and ion charge distribution
are fairly uniform and electron loss is negligible. The

charge state and electron temperature are representative
for the above pump laser parameters.
Snapshots of the cluster probe-pulse interaction are

shown in Fig. 2; plots (a)–(f) show the total charge density
at various times; in the inset the times are put in relation to
the laser field and dipole moment. Plasma waves are pro-
duced at the cluster poles (intersection of the surface and x
axis) and propagate into the cluster 2(a) and 2(b). With a
rising dipole amplitude, plasma waves get stronger and
penetrate deeper into the cluster [Fig. 2(c)]. They are a
mixture of spherical and plane waves, as they evolve in the
mixed geometry of a sphere and a linear cluster polariza-
tion field. When the waves reach the center and collide
[Fig. 2(d)], wave breaking and turbulent electron dynamics
are observed [Fig. 2(e) and 2(f)].
The electron phase-space distributions fðx; vxÞ in

Figs. 2(g)–2(l) reveal the origin of the plasma-wave dy-
namics. Figure 2(g) shows a tail at the left side of the
cluster that was driven out of the cluster in the previous
half cycle, when the electron cloud was pushed over the
left cluster boundary. At the time of the snapshot (g), the
main cloud has moved to the right, leaving behind
unscreened ions at the left border [yellow region in
Fig. 2(a)]. The resulting polarization force accelerates
part of the escaping electrons back into the cluster. When
they hit the surface, a plasma wave is created [Fig. 2(h)]
and propagates into the cluster together with the recollided
electron bunch [Fig. 2(i)]. Near the pulse peak, these
particle-wave bunches travel deeper and faster into the
cluster. Wave breaking occurs when the plasma waves
from the left and right surface reach the center and
collide [Fig. 2(j)], leading to strong fragmentation of the
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FIG. 2 (color). Time evolution of a R ¼ 30 nm Xe4þ cluster excited at resonance (800 nm) by a 7 fs laser pulse with peak intensity
6� 1013 W=cm2. The top panels (a)–(f) show the charge density (relative to the ion density) in the x-y plane at various times; times
are also indicated as vertical lines in the plot of the laser field and dipole moment (see inset in the middle). The lower panels (g)–
(l) show the corresponding electron density in phase space fðx; vxÞ evaluated on the x axis. The x component of the electric field
(normalized to the peak laser field) is shown as a white curve on top of the phase-space graphs.
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phase-space distribution and high local electric fields
[Figs. 2(k) and 2(l)]. The resulting charge density and field
fluctuations take place on a nanometer space and atto-
second time scale.

Figure 3 shows the effect of the plasma-wave dynamics
on the cluster ionization. The key signature is a pro-
nounced spatial modulation of the tunnel and impact ion-
ization rates; see Figs. 3(a)–3(c) for a time near the end of
the laser pulse. First, regions with a high tunnel ionization
rate can be clearly assigned to hot spots of the field
intensity [Figs. 3(b) and 3(e)]. These hot spots are created
by the propagation and collision of the plasma waves and
exceed the laser peak intensity by more than 2 orders of
magnitude. Second, impact ionization depends mainly on
the electrons kinetic energy, which is determined by the
plasmon collective motion on which the plasma-wave
dynamics is superimposed. Hot spots with high densities
of fast electrons are created where these two contributions
are maximal and act in the same direction, resulting in
enhanced impact ionization [Figs. 3(c) and 3(f)]. The
correspondence between hot electrons and impact ioniza-
tion is distorted by the fact that high electric fields suppress
the ionization barrier and also enhance impact ionization.
The enhanced ionization caused by the plasma-wave
induced field and fast electron hot spots results in a
pronounced nonuniform spatial charge state distribution
in the cluster [Fig. 3(d)]. Ionization increases the resonance
frequency by about 10% over the laser pulse and creates
charges up to Xe10þ in the cluster.

The observed plasma-wave dynamics and the resulting
nonuniform, enhanced ionization are of particular interest
for understanding laser-excited clusters and microdroplets

[24], which are a promising medium for the development
of highly charged ion [25] and x-ray [26] sources.
Moreover, the plasma-wave induced field enhancement
takes place in the nonlinear, nonperturbative laser-matter
interaction realm, which adds a new facet to the hot topic
of nanoplasmonics that has so far been studied in the linear
response regime [27].
Furthermore, the regular wave to turbulent dynamics

transition is of fundamental interest for fluid dynamics
and plasma physics. MicPIC enables a rigorous analysis
of turbulence with microscopic or atomic resolution, which
is not feasible with existing methods. Combined with ultra-
fast x-ray imaging [28], we expect new insights in the
making and breaking of waves in finite plasmas.
Finally, MicPIC holds the potential to explore so far

inaccessible regimes of laser-matter interaction, such as a
microscopic analysis of laser machining and the modifica-
tion of solids and droplets with infrared to extreme ultra-
violet radiation [28–31].
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