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The effect of increasing prepulse energy levels on the energy spectrum and coupling into forward-going

electrons is evaluated in a cone-guided fast-ignition relevant geometry using cone-wire targets irradiated

with a high intensity (1020 W=cm2) laser pulse. Hot electron temperature and flux are inferred from K�

images and yields using hybrid particle-in-cell simulations. A two-temperature distribution of hot

electrons was required to fit the full profile, with the ratio of energy in a higher energy (MeV) component

increasing with a larger prepulse. As prepulse energies were increased from 8 mJ to 1 J, overall coupling

from laser to all hot electrons entering the wire was found to fall from 8.4% to 2.5% while coupling into

only the 1–3 MeV electrons dropped from 0.57% to 0.03%.
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Fast Ignition (FI) [1,2] is an approach to inertial con-
finement fusion (ICF), in which a precompressed
deuterium-tritium fuel is rapidly driven to ignition by an
external heat source. This scheme can ignite lower density
fuel leading, in principle, to higher gains than possible with
conventional ignition. In the reentrant cone approach to FI,
a hollow cone is embedded in the fuel capsule to provide an
open evacuated path free of coronal plasma for an intense
laser beam to generate a flux of energetic electrons at the
tip of the cone which can then propagate to the compressed
fuel core. However, the presence of preformed plasma in
the cone, arising from the inherent laser prepulse which
ablates the inner cone wall, can strongly affect the spatial,
energy-spectral, and angular characteristics of these laser-
generated hot electrons and thus the efficiency with which
their energy can be coupled to the core.

Previous works by Baton et al. [3] and Van Woerkom
et al. [4] showed that significant prepulse could have a
detrimental effect on coupling beyond the cone tip.
MacPhee et al. [5] demonstrated that even a small prepulse
could result in significant filamentation of the laser beam in
the preplasma, limiting the penetration of the laser, and
accelerating energetic electrons transversely. These results
were achieved using either imaging of K� x-ray emission
from the cone target itself or measuring the intensity of the
K� spot in a region beyond the cone tip. However, while
these techniques provided a spatial distribution of K� in
various areas of the interaction, no spectral information
regarding the electron flux could be inferred. Comparisons
of preplasma versus no preplasma conditions by Baton
et al. were achieved by doubling the fundamental laser
frequency to create a high contrast. This provided a clean
interaction surface for the main laser, but complicated the

comparison, as the absorption mechanisms would be dif-
ferent for the very different I�2. In the MacPhee et al.
study, electrons were electrostatically confined within the
isolated cone target. The significant amount of recircula-
tion of the hot electrons within the cone walls and plasma
allows only limited conclusion of the electron source at the
cone tip in either the experiment or simulations.
In this Letter, we present the first quantitative scaling of

coupling as a function of prepulse in an intense laser-cone
interaction. Through the use of cone-wire targets [6], we
demonstrate the existence of a two-temperature hot elec-
tron distribution within the target and characterize its flux
and energy spectrum entering a 40 �m diameter wire at
the cone tip, and correlate these quantities with the amount
of preformed plasma in the cone.
The experiment was performed on the Titan laser at

LLNL, of �0 ¼ 1:054 �m wavelength, 150� 10 J, fo-
cused to an 8 �m full width at half maximum (FWHM)
focal spot in a 0:7� 0:2 ps pulse length. The intrinsic
prepulse of the laser was measured at 8� 3 mJ in a
1.7 ns duration pulse prior to the main beam. Varying
prepulse levels, up to 1 J, were produced by injecting an
auxiliary nanosecond-duration laser colinear with the main
short pulse laser. This auxiliary laser had a similar focal
spot distribution as the main beam and was timed to over-
lap the intrinsic prepulse.
The target, shown in Fig. 1, was a 1 mm long Au hollow

cone with 30� full opening angle, 20 �m wall thickness,
30 �m internal tip diameter, and 11 �m tip thickness. A
1.5 mm long, 40 �m diameter Cu wire was glued to the
outer cone tip. The wire diameter is chosen to match the
nominal 40 �m optimum ignition hot spot diameter in a FI
target [7], and its quasi 1D geometry allows for single shot
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characterization of the electron energy deposition as a
function of depth without the complexity of a diverging
electron beam [6,8]. Both the main laser pulse and the
artificial prepulse beams were focused to the inner cone
tip surface.

Hot electron-induced K� emission from the Cu wire
was measured with a spherically bent quartz crystal imager
[9], providing 2D spatially resolved images of the Cu K�
radiation within a�6 eV bandwidth centered at 8.048 keV.
An absolutely calibrated highly oriented pyrolitic graphite
(HOPG) spectrometer [10] provided an absolute brightness
of the total Cu K� emitted from the wire. Because of its
narrow bandwidth, the imager response is sensitive to the
ionization of the Cu material as it heats up [11]. However, a
linear scaling between the integrated K� signal measured
on the imager versus the integrated line emission from the
spectrometer for this data indicated this was a negligible
effect in this experiment.

A series of shots were taken with prepulse energies of
8� 3 mJ (intrinsic), 17� 3 mJ, 30�10mJ, 100�10mJ,
500� 10 mJ, and 1000� 10 mJ. Transversely integrated
K� lineouts along the wire axis, taken from the 2D imager,
were corrected for view angle and opacity and converted to
units of J=�m of K� photons by cross-calibration against
the absolute K� yield measured with the spectrometer
[6,8]. The coupling efficiency from laser energy to K� is
plotted in Fig. 2 along with the spatial K� profiles nor-
malized to their peak values. TheK� coupling efficiency is
observed to fall with increasing prepulse over the entire
range of measurements, with a 7� total reduction between
8 and 1000 mJ. The spatial lineouts for the different shots
share qualitatively similar features: the signal falls off
quasiexponentially over the first 500 �m of the wire, levels
off in the center, and rises again in the final �400 �m to
form a peak at the end of the wire. However, the relative
signal between the beginning and end of the wire changes
with prepulse level—the higher prepulse shots showing
relatively stronger emission further into the wire.

The particle-in-cell code LSP [12] was used to model the
hot electron propagation and K� generation in the wire
target. LSP employs a direct implicit particle push, allowing
solid density and cold plasmas to be modeled at both large
scales and long times. Collisions between the background
fluid particles of the wire are handled using LMD [13,14]
collision frequencies, while injected hot electrons use a test
particle collision model from [15]. The Cu wire was mod-
eled in 2D R-Z geometry at a full spatial scale of 20 �m
radius and 1.5 mm length, with a 1 �m cell size. It was
surrounded at the end and sides by a 500 �m vacuum
region, with an additional 500 �m of material placed
behind the injection plane to absorb rear-going particles.
The Cu equation of state including ionization was de-
scribed using the PROPACEOS model [16]. K� produc-
tion was modeled using the Hombourger model [17]. Other
x-ray emission processes were calculated using the
Integrated Tiger Series (ITS) Xgen tables [18].
A beam of kinetic electrons was injected uniformly over

the cross-section of the wire, along the wire axis, in a 0.7 ps
FWHM gaussian temporal pulse. The initial energy spec-
trum of the injected electrons was described by either a
one- or two-temperature relativistic Maxwellian of the

form dN=dE� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið�2 � 1Þp

expð�E=kTÞ, where � is the
relativistic factor. Initial divergence angle of the injected
electron beam was found to have only a relatively small
effect. Simulations were typically run to 20 ps to provide
time for complete relaxation of the hot electron distribu-
tion. The input parameters varied included the hot electron

FIG. 2 (color online). Transversely integrated lineouts along
the Cu wire from the K� imager for 17 mJ of prepulse (pink),
100 mJ (green), 500 mJ (blue), and 1 J (orange). All profiles are
normalized to their peak. (inset) Total K� conversion efficien-
cies in the wire as a function of prepulse. The statistical shot-to-
shot variation, as well as the systematic error in the absolute K�
yield were added in quadrature to provide the �� 40% error
bars applied to all points.

FIG. 1 (color online). (a) Schematic of the cone-wire target
and diagnostic geometry. (b) Example of the 2D spatially re-
solved image of K� emission along the wire.
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temperatures, Thot1 and Thot2, the total electron energy, and
the number fraction, R, of electrons in the Thot2 component
(where Thot2 > Thot1). A large set of simulations was per-
formed with Thot1 and Thot2 varied from 0.1 to 10 MeV, R
from 0 to 0.02, and the total injected electron energy, Etot,
from 1 to 30 J. The simulated K� profiles were convolved
with a 25 �m instrumental resolution and compared with
the data. The best fit for each shot was found by concur-
rently matching the peak K� and exponential slope at the
front of the wire, the rise at the end of the wire, and the total
K� integrated over the full profile.

Single-temperature electron distributions were found
not to reproduce the measured profiles. Figure 3(a) shows
two examples of fits of single-temperature distributions to
a shot with low (17 mJ) prepulse. The peak value and slope
of the first third of the wire is sensitive to both temperature
and total energy and can be well fit with a single several

hundred keV temperature electron distribution. However,
the emission over the latter two-thirds of the wire is under-
estimated. This part of the wire requires a higher tempera-
ture in the MeV range. Two-temperature distributions are
able to fit the data over the entire profile. Figure 3(a) also
shows the best fit for the same shot where now Thot1 ¼
300 keV with Etot1 ¼ 1:99 J, and Thot2 ¼ 7 MeV with
Etot2 ¼ 8:61 J. The total injected energy of 10.6 J corre-
sponds to a coupling efficiency of 7.1% of laser energy to
hot electrons exiting the cone tip and entering the wire. The
fitting procedure shows that the low temperature compo-
nent, Thot1, can be matched to �50 eV. The high tempera-
ture component, Thot2, however, cannot be derived
accurately from the K� profile alone. An additional con-
straint, the energy spectrum of electrons in vacuum mea-
sured along the wire axis [19,20] is employed. The slope
temperature of the escaped electron spectrum, which has
been shown to correspond well to the original high energy
portion of the electron distribution at the source [21],
was used to bound the Thot2 in the simulation to between
4 and 8 MeV.
The overall laser-to-electron coupling efficiency falls

from 7.1% to 2.5% between the lowest and highest pre-
pulse cases. This reduction is mirrored by each component
of the electron distribution, but with the relative fraction of
the energy going into the hotter component increasing with
increasing prepulse. At higher prepulse levels, nearly all
electrons captured into the wire belong to the higher Thot2

component. From this analysis, the conversion efficiency
into the 1–3 MeVelectrons most relevant for FI could also
be extracted out of the overall electron distribution. (The
1–3 MeV electrons represent those which most efficiently
deposit energy within the hot spot, with higher energy
electrons depositing correspondingly less.) As shown in
Fig. 3(b), in the case of the lowest 10 mJ prepulse, the
coupling into 1–3 MeV electrons was found to be below
1%. Further increasing the prepulse energy only magnifies
the effect on conversion efficiency into the 1–3 MeV elec-
trons, dropping its coupling by a factor of 22 between the
smallest and largest prepulses, while overall conversion
efficiency from laser to hot electrons falls just a factor of
3 over the same prepulse range.
Table I summarizes the results of the best fit distribu-

tions for each of the four profiles shown in Fig. 2.
Regardless of prepulse energy, the overall conversion effi-
ciency of laser into hot electron energy in the wire is
dominated by the hotter temperature component (1.3%
for Thot1 ¼ 300 keV vs 5.7% for Thot2 ¼ 7 MeV for the
lowest prepulse case). The estimated bounds on each Thot

component results in an error bar of �25% on the total
injected electron energy.
The characteristic rise in K� seen at the end of the wire

can be understood by examining details of the electron
motion. The bulk of the electrons travel through the wire
subject to energy loss and scattering through collisions and

FIG. 3 (color online). (a) Single-temperature distribution fits
(dotted) cannot fully capture the pattern of K� emission along
the 1.5 mm long wire. A two-temperature electron distribution
(solid) is required to fit the experimental profile (solid, bold).
(b) The inferred overall laser-to-electron and laser-to-1–3 MeV
electron conversion efficiency over prepulse energies ranging
from 10–1000 mJ.
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a resistive Ohmic field. Early in time, electrons exiting the
side of the wire into vacuum set up a Debye sheath with a
radial electric field, Er. An azimuthal B field develops due
to background current flow along the inside edge of the
wire [8,22]. The forces due to these fields act in opposition
and guide a population of electrons along the outside wire
edge. To illustrate, Fig. 4(a) plots the trajectory of a 2 MeV
test particle trapped in these fields, and also the hot elec-
tron number density at 6 ps, at which time the main
electron bunch has just reached the end of the wire. On
reaching the end of the wire the electron is reflected by the
Ez sheath field and directed back into the wire by the B�

field, which has now changed polarity, as shown in
Fig. 4(b) which plots the Er and B� at 4.5 and 7.0 ps.
This conversion of the electron momentum from the axial

to radial direction results in significantly enhanced energy
loss and hence K� production at the end of the wire,
relative to simple reflection back along the wire axis.
2D radiation-hydrodynamics simulations of the pre-

formed plasma were performed with the HYDRA code
[23] using the measured temporal and spatial laser prepulse
profiles. They show that the relativistic critical density
surface moves from a distance of 20 �m from the inner
surface of the cone tip with an intrinsic prepulse to
250 �m with a 1 J prepulse. The reduction in both the
temperature and coupling efficiency of the Thot1 compo-
nent is attributed to this movement of the interaction
surface away from the cone tip. The laser intensity at the
critical density is lower and the solid angle to the 40 �m
diameter wire is reduced. In contrast, the increased fraction
of the Thot2 component may be an indication of two effects:
(i) an increased relative generation efficiency of these high
energy electrons in the laser-plasma interaction (LPI) re-
gion due to the larger extent of preplasma, and (ii) the high
energy electrons having a lower divergence and thus the
increased distance of the LPI region from the cone tip
having less influence on their coupling to the wire.
We have previously studied the full LPI in reduced scale

cone-wire targets using a hybrid-PIC code [24]. These
simulations predicted a multitemperature electron distribu-
tion in the wire, as well as a diminished fraction of hot
electrons captured into the wire with large amounts of
preplasma. Under realistic laser irradiation and intrinsic
preplasma conditions, it was found that a few percent of the
laser energy was coupled into several hundred keV elec-
trons, and a slightly larger percentage into electrons with
energies in the 7 MeV range. Further, a strong electrostatic
sheath was seen to build up around the target, confining
electrons to the wire. The results shown here are fully
consistent with these simulation predictions.
In conclusion, we have presented information on the flux

and energy spectrum of hot electrons as a function of
prepulse level using cone-wire targets. The laser, pre-
plasma parameters, and cone target geometry have direct
relevance to the cone-guided fast-ignition scheme. The
range of injected prepulse levels studied here are likely
to be comparable to the intrinsic level of a full-scale FI
laser, which will have much higher energy and longer pulse
length. It must be emphasized that the measurements are
not the total laser-to-electron conversion efficiency, but the
efficiency of electrons that exit from the cone tip and could
potentially contribute to the ignition of a precompressed

TABLE I. Summary of results from LSP fits to the K� emission profiles corresponding to 17, 100, 500, and 1000 mJ prepulse.

Prepulse energy [mJ] Ehot1 @ Thot1 Ehot2 @ Thot2 Total laser to hot electron conv. eff Conv. eff into 1–3 MeV e-

17 1.99 J @ 300 keV 8.61 J @ 7 MeV 7.1% 0.57%

100 0.74 J @ 200 keV 11.86 J @ 8 MeV 8.4% 0.09%

500 0.18 J @ 150 keV 4.32 J @ 4 MeV 3.0% 0.04%

1000 0.05 J @ 100 keV 3.75 J @ 4 MeV 2.5% 0.03%

FIG. 4 (color online). (a) Hot electron number density contour
at 6 ps. The trajectory of a 2 MeV test particle injected at the
wire edge (z ¼ 600, r ¼ 19 um) is shown up to 6 ps with the
white line. The electron is seen to surf along the wire and is
turned at the rear surface by the Ez and B� fields. (b) Radial E
and azimuthal B fields before and after the electron bunch has
reached the end of the wire.
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hot spot. There will be differences in electron injection
efficiency in an integrated FI target. As noted above,
electrons could only escape from these cones through the
wire on their tips. In a real FI target, blow-off plasma
surrounding the cone will allow electrons to also escape
through the cone side walls. Fits to the data using the LSP

code show that a single-temperature distribution of hot
electrons is not adequate to replicate the emission profile
in the wire, but a two-temperature distribution with 100–
300 keV and 4–7 MeV components captures the overall
pattern. We have shown here that the total coupling into
forward-going hot electrons, and most notably, those with
energies in the 1–3 MeV range, drops steeply with increas-
ing prepulse. This points to the necessity to minimize
prepulse levels for optimizing coupling for the fast ignitor
ICF scheme.
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