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Time-resolved K� spectroscopy has been used to infer the hot-electron equilibration dynamics in high-

intensity laser interactions with picosecond pulses and thin-foil solid targets. The measured K�-emission

pulse width increases from�3 to 6 ps for laser intensities from�1018 to 1019 W=cm2. Collisional energy-

transfer model calculations suggest that hot electrons with mean energies from �0:8 to 2 MeV are

contained inside the target. The inferred mean hot-electron energies are broadly consistent with

ponderomotive scaling over the relevant intensity range.
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High-intensity laser interactions with solid targets gen-
erate extreme states of matter [1] with unique energy-
transport properties [2,3]. At laser intensities above
1018 W=cm2, high-current electron beams with �MeV
energies are generated [4–7], heating matter to high ther-
mal temperatures over picosecond time scales [2,3,8].
Understanding the energy partition and its evolution in
these highly nonequilibrium plasmas is an important
open issue, underpinning applications in high-energy-
density science [1], plasma-based particle acceleration
[9], warm dense matter [10], high-peak-power �-ray gen-
eration [11], and advanced inertial fusion energy concepts,
including fast ignition [12]. In these conditions, the hot-
electron equilibration dynamics are not completely under-
stood, and accurate time-resolved measurements are
required to test energy partition and temperature equilibra-
tion models.

The only previous hot-electron equilibration data in this
regime are the time-resolved K�-emission data of Chen
et al. [13]. Those experiments irradiated thin-foil targets
with �0:5-ps pulses focused to intensities up to
1019 W=cm2 and used the K�-emission pulse width to
characterize the time scale for energy thermalization
(‘‘relaxation’’) between hot and cold electrons. The data
showed K�-emission pulse widths from�12 to 16 ps. The
data were compared to an electron-energy-transfer model
that included ion-front expansion and collisional electron-
energy transfer based on Landau-Spitzer theory [14]. With
increasing laser intensity, the model did not reproduce the
rise time (� 10 ps) or the duration of the measured K�

signals, revealing an incomplete picture of the hot-electron
equilibration dynamics.

In this Letter, ultrafast measurements of the hot-electron
relaxation time in high-intensity laser-solid interactions are
reported. Thin-foil targets were irradiated with 0.5- to 1-ps

pulses focused to intensities from �1018 to 1019 W=cm2

and the hot-electron equilibration dynamics studied with
time-resolved K� spectroscopy. In these interactions, the
full width at half maximum (FWHM) of the K� signal
increases with laser intensity from �3 to 6 ps. These are
the first experiments at relativistic laser intensities to show
rapid hot-electron relaxation times withK�-emission pulse
widths up to a factor of 4� shorter than in previously
reported experiments [13]. To provide insight into the
mean energy of the hot electrons contained inside the
target, the duration of the measuredK� signals is compared
to predictions from a collisional energy-transfer model.
Assuming collisional energy transfer dominates, the data
suggest that hot electrons with mean energies from�0:8 to
2 MeV are contained inside the target. The inferred mean
hot-electron energies are broadly consistent with pondero-
motive scaling [6] over the relevant intensity range.
The experiments were carried out with the Multi-

Terawatt laser [15] at the University of Rochester’s
Laboratory for Laser Energetics. Figure 1 shows a sche-
matic of the experimental setup. The Multi-Terawatt laser
delivered 1- to 10-J, 0.5- to 1-ps pulses at a wavelength of
1:053 �m that were focused by an f=3 off-axis parabolic
mirror to a spot with a FWHM of �5 �m, providing peak
vacuum-focused intensities from �1018 to 1019 W=cm2.
The laser-intensity contrast was �108 at 100 ps before the
peak of the main laser pulse [16]. The laser was focused at
normal incidence on 500� 500� 20-�m3 Cu-foil targets
mounted on 17-�m-diameter silicon carbide stalks.
Time resolving the K� radiation generated in these ex-

periments is a direct technique for inferring the hot-
electron relaxation time [13]. K� radiation emitted from
the target was measured with a 2-ps time-resolution x-ray
streak camera [17] coupled to a highly annealed pyrolytic
graphite (HAPG) crystal spectrometer. The HAPG crystal
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was 50� 14 mm2 in area and had a three-dimensional,
elliptically curved surface with radii R1 ¼ �22:000 mm
and R2 ¼ �10:620 mm and conic constants k1 ¼
�0:825 mm and k2 ¼ �0:955 mm, collecting radiation
from 7.8 to 8.5 keV. This spectral range covers the
2p ! 1s transition in Cu, allowing for time-resolved Cu
K� measurements at 8.05 keV.

The streak camera was independently characterized
by direct illumination of the photocathode with a 10-mJ,
0.5-ps pulse of 263-nm light. Figure 2 shows a schematic of
the setup. By passing half of the UV beam through a quartz
plate of known thickness, two pulses were generated,
providing a sweep-speed calibration. Figure 2(b) shows a
typical streak-camera trace for these two pulses. The pulse
widths (FWHM) are 1:8� 0:1 and 1:9� 0:1 ps. Temporal
dispersion in the streak camera gives a slightly different
impulse response for x-ray illumination. Monte Carlo mod-
eling of the electron optics inside the streak tube shows that
this offset is�0:2 ps, giving an impulse response for x rays
of �2 ps.

Figure 3 shows an example of time-resolved plasma
x-ray emission data for different high-intensity laser
irradiation conditions. Figure 3(a) shows the time-resolved
K� emission from a 500� 500� 20-�m3 Cu foil
irradiated with a 0.9-J, 0.6-ps pulse focused to
3:6� 1018 W=cm2. The pulse width is 3:0� 0:2 ps.
Figure 3(b) shows the K� emission from a similar
target irradiated with an 8.5-J, 0.8-ps pulse focused to
2:9� 1019 W=cm2. The pulse width is 5:5� 0:1 ps. The
K� emission from these targets was measured as a peaked
signal with a sharp rise and a slower decay. The signal rise
time did not vary with laser intensity and was determined
by the experimental resolution. The signal decay time
increased with laser intensity and was sensitive to the
hot-electron equilibration dynamics.

K� radiation is generated in these experiments by hot
electrons that are confined by target charging [7,18,19].
The thin-foil target rapidly charges because of the electro-
static potential that develops after the initial loss of a
small fraction of high-energy electrons [18]. The remain-
ing hot electrons (> 90% of the total laser-accelerated
population) make multiple round-trips of the target as
they recirculate (reflux) because their collisional range is
several hundred microns at solid density [20].

A collisional energy-loss model for understanding
hot-electron relaxation and the time dependence of K�

emission in these targets has been developed. The model

calculates the K�-emission rate for a given hot-electron-
energy distribution, assuming that all of the electrons are
trapped inside the foil. The hot-electron-energy loss rate is
given by [20]

dE

dt
¼ � nee

4Ld

4�"20mev
; (1)

where ne is the electron density for solid Cu
(2:46� 1024 cm�3), E is the hot-electron energy, me is
the electron rest mass, v is the hot-electron velocity, e is the
electron charge, and "0 is the permittivity of free space.
The stopping number Ld (or ‘‘log�’’) depends weakly on
material and the hot-electron energy, with values for Cu
taken from Ref. [21]. The time spent by hot electrons
outside the target during recirculation is assumed to be
negligible, and energy losses to ion acceleration and self-
generated electric fields are not considered in this model
[7,18,19]. The implications for these assumptions on the
inferred mean hot-electron energy will be discussed later.
K�-emission pulse widths have been calculated for

hot electrons with exponential ðfh / e��mec
2=kBThÞ and

three-dimensional relativistic Maxwellian ½fh / �ð�2�
1Þ1=2e��mec

2=kBTh� energy distributions, where fh is
the hot-electron-energy distribution function, kB is
Boltzmann’s constant, Th is the hot-electron temperature,
and � is the Lorentz factor. Isochoric energy transfer to
solid matter in these calculations is assumed. The

FIG. 2 (color online). (a) Streak-camera calibration setup.
(b) Streak-camera response measurement with 0.5-ps, 263-nm
pulses showing pulse widths of 1:8� 0:1 and 1:9� 0:1 ps.

FIG. 1 (color online). Experimental setup. HAPG: highly
annealed pyrolytic graphite.
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K�-emission rate is proportional to the Cu-ion density, the
time-varying number of hot electrons, and the parameter
h�Kvi averaged over the hot-electron-energy distribution,
where �K is the K-shell ionization cross section and v is
the hot-electron velocity. On the time scale of the detec-
tion, the conversion of hot-electron energy to a K� photon
is considered to be instantaneous. The cross section for
ionization of K-shell electrons was taken from Ref. [21].

Figure 3 shows syntheticK� streaks that were calculated
from this model. The synthetic pulse widths were fit to the
data by adjusting the signal intensity and the mean hot-
electron energy in the model. They represent a convolution
of the calculated K�-emission rate with the laser-pulse
duration and the temporal resolution of the x-ray streak
camera. In the low-intensity case [Fig. 3(a)], the model
predicts well the K�-emission pulse shape, independent of
the hot-electron-energy distribution that was used. The best
fit of the experimental data was obtained with the parame-
ters hEiexp ¼ 0:47 MeV for the exponential energy distri-

bution and hEiRM ¼ 0:58 MeV for the 3D relativistic
Maxwellian energy distribution. In the high-intensity
case [Fig. 3(b)], the best fit was obtained with the

parameters hEiexp ¼ 1:55 MeV and hEiRM¼1:73MeV.

In this case, the K�-emission pulse shape was better repro-
duced by model calculations with a 3D relativistic
Maxwellian energy distribution.
Figure 4 shows the variation with increasing laser inten-

sity of the measured K�-emission pulse width. An upper
estimate of the true K�-emission pulse width was obtained
by accounting for instrumental effects, subtracting the
FWHM of the impulse response function from the streak-
camera trace in quadrature. Gaussian pulse shapes are
assumed. For laser intensities between 2:7� 1018 and
3:4� 1019 W=cm2, the duration of the measuredK� signal
increases from �3 to 6 ps. Over this intensity range, a
least-squares fit shows that the K�-emission pulse width
increases with laser intensity and is given by �K�

½ps� ¼
ð4:1� 0:3ÞI0:35�0:07

19 , where I19 is the laser intensity in units
of 1019 W=cm2.
To obtain a mean hot-electron-energy scaling, these data

were compared with the collisional energy-loss model.
Figure 5(a) shows the relationship between the calculated
K�-emission pulse width and the mean hot-electron energy
for exponential and 3D relativistic Maxwellian energy
distributions. In these calculations, the K�-emission rate
was convolved with a 0.8-ps FWHM Gaussian pulse that
approximated the range of laser-pulse durations that were
used in these experiments. The synthetic pulse was con-
volved with a 2-ps FWHM Gaussian instrument response
that was removed in quadrature for comparison with the
experimental data (Fig. 4). Figure 5(a) shows that calcu-
lations with a 3D relativistic Maxwellian energy distribu-
tion have slightly higher mean hot-electron energies than
with an exponential energy distribution for a given
K�-emission pulse width. This offset is �100 to 200 keV.
Figure 5(b) shows the mean hot-electron energies that

are inferred from the experimental data based on this
model. Two scaling laws are obtained: For an exponential
energy distribution, hEiexp½MeV�¼ ð1:12�0:11ÞI0:51�0:11

19 .

FIG. 4. Experimental K�-emission pulse width as a function of
laser intensity. The pulse widths have been adjusted to account
for the impulse response of the streak camera.

FIG. 3 (color online). Experimental time-resolved
K�-emission data from 500� 500� 20-�m3 Cu foils. The
targets were irradiated with (a) a 0.9-J, 0.6-ps pulse and (b) an
8.7-J, 0.8-ps pulse. The data are shown with theoretical fits based
on a collisional energy-loss model with exponential (long-
dashed line) and 3D relativistic Maxwellian (short-dashed line)
hot-electron-energy distributions.
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For a 3D relativistic Maxwellian energy distribution,
hEiRM½MeV� ¼ ð1:19� 0:11ÞI0:46�0:10

19 . Assuming colli-

sional energy transfer dominates, these results show that
mean hot-electron energies from �0:8 to 2 MeV are re-
quired to generate K�-emission pulse widths consistent
with the experimental observations.

Figure 5(c) compares these inferred mean hot-electron
energies with ponderomotive scaling [6]. Ponderomotive

scaling gives hEi ¼ mec
2½1þ ð2UP=mec

2Þ�1=2, where
Up ¼ 9:33� 10�14I½W=cm2�ð�½�m�2Þ is the ponderomo-

tive potential. In each case, the inferred mean energies are
slightly higher compared with ponderomotive scaling. The
best agreement was found for calculations with an expo-
nential energy distribution. A similar scaling predicting
�100 to 200 keV higher mean hot-electron energies
was found with calculations using the 3D relativistic
Maxwellian energy distribution. Compared with pondero-
motive scaling, the power law fits give a faster increase in
mean energy with intensity near 1018 W=cm2 and provide
a better fit to the experimental data.
The collisional energy-loss model presented here is not

intended to fully model the experiment but is used to help
interpret the data. The model neglects energy loss to self-
generated electric fields and to ion acceleration, and it
neglects the time electrons take to be reflected by the
electrostatic field outside the target. All of these effects
would be expected to increase with laser intensity, and an
accurate assessment of them will require numerical mod-
eling. The accuracy with which the collisional model
reproduces all of the experimental results and the relative
insensitivity of the mean energy to the energy distribution
indicates that the values are likely not significantly in error.
Measurements of the ion emission at these intensities show
that it is not a significant energy sink [22]. The results
presented here form a comprehensive test bed for future
comparison with numerical modeling that may include
these effects.
In summary, the hot-electron equilibration dynamics in

thin-foil solid targets irradiated with high-intensity laser
pulses have been studied. Time-resolved K� spectroscopy
measurements show K�-emission pulse widths from�3 to
6 ps for laser intensities between �1018 and 1019 W=cm2.
Assuming collisional energy transfer dominates, the ex-
perimental data suggest that hot electrons with mean en-
ergies from�0:8 to 2 MeVare contained inside the target.
The inferred mean hot-electron-energy scaling with laser
intensity is broadly consistent with ponderomotive scaling.
These findings are important for the understanding of a
wide range of high-energy-density physics applications
that require a large and fast energy input into matter.
This work was supported by the U.S. Department of
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