
Universal Conductance Correction in a Tunable Strongly Coupled Nanogranular Metal

Roland Sachser,* Fabrizio Porrati, Christian H. Schwalb, and Michael Huth

Physikalisches Institut, Goethe-Universität, Max-von-Laue-Straße 1, 60438 Frankfurt am Main, Germany
(Received 20 June 2011; published 7 November 2011)

We present temperature-dependent conductivity data obtained on a sample set of nanogranular Pt-C

with finely tuned intergrain tunnel coupling strength g. For samples in the strong-coupling regime g > gC,

characterized by a finite conductivity for T ! 0, we find a logarithmic behavior at elevated temperatures

and a crossover to a
ffiffiffiffi
T

p
behavior at low temperatures over a wide range of coupling strengths

gC � 0:25< g � 3. The experimental observation for g > 1 is in very good agreement with recent

theoretical findings on ordered granular metals in three spatial dimensions. The results indicate a validity

of the predicted universal conductivity behavior that goes beyond the immediate range of the approach

used in the theoretical derivation.
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Nanogranular metals represent model systems for the
study of the interplay of electronic correlations, quantum
confinement effects, and disorder. They are formed by
nanometer-sized metallic grains which are embedded in
an insulating, polarizable matrix. The intergrain coupling
strength g, normalized to the quantum conductance 2e2="
for one spin direction, determines their electronic proper-
ties. For g > gC metallic behavior ensues which is charac-
terized by a nonzero electrical conductivity for T ! 0,
whereas for g < gC the granular metal becomes insulating
at low temperatures. The critical coupling strength
gC ¼ ð1=2�dÞ lnðEC=�Þ is logarithmically dependent on
the ratio of the averaged Coulomb charging energy EC of
the grains and the averaged level spacing �within a grain at
the chemical potential; see, e.g., [1]. d denotes the spatial
dimension. Early studies on this material class date back to
the 1970s and 1980s, as has been reviewed theoretically and
experimentally [2,3]. Recently, a renewed interest in these
materials can be observed for several reasons. It has become
clear that high-temperature superconductors are intrinsi-
cally disordered, which is assumed to lead to a self-induced
granularity of the superfluid density [4,5] for which experi-
mental evidence has also been found, e.g., in low-
temperature scanning tunneling spectroscopy [6]. It is
speculated whether this may be relevant with regard to the
observation of the pseudogap phenomenon [7,8]. A similar
observation has been made for thin granular metal films
which exhibit a thickness-dependent superconductor-to-
insulator transition associatedwith the evolution of a granu-
lar electronic density distribution [9]. Interestingly, and also
as an impetus for the work presented here, new theoretical
findings for nanogranular metals in the strong intergrain
coupling limit predict distinctively different transport be-
haviors in a high-energy regime (kBT > g�), dominated by
single-grain physics, and a low-energy regime (kBT < g�)
which shows strong similarities to a homogeneously disor-
dered metal [1,10]. The low-energy regime has been asso-
ciated with the notion of a granular Fermi liquid [11].

We report measurements of the temperature-dependent
electrical conductivity of a series of identically prepared
nanogranular metal samples whose intergrain coupling
strength has been subject to a continuous tuning by elec-
tron irradiation. We have been able to very finely tune the
coupling strength to the metallic side of the metal-insulator
transition and find clear experimental proof for the sepa-
ration into a high- and low-energy regime, as was theoreti-
cally predicted [10]. We introduce a robust procedure for
obtaining the intergrain coupling strength g from normal-
ized temperature-dependent conductivity data and find the
same universal temperature dependence of the conductiv-
ity going beyond the immediate validity range of the theory
(g � 1) into the range gC � 0:25< g � 3.
The samples were prepared by focused electron-beam-

induced deposition (FEBID), see, e.g., [12], followed by an
additional electron beam irradiation treatment. We em-
ployed a FEI Nova Nanolab 600 scanning electron micro-
scope (SEM) with a Schottky-type emitter. The metal-
organic platinum precursor ðCH3Þ3CH3C5H4Pt was used
and supplied close to the electron beam focal point on the
substrate surface by means of a capillary of 0.5 mm di-
ameter. 120 nm Au=Cr electrodes were defined on the
Sið100Þ=SiO2 (300 nm) substrate by UV lithography on
the substrate before use. During the FEBID process the
electron beam is rastered over the surface, dissociating the
adsorbed precursor molecules and forming the nanogranu-
lar metal deposits consisting of Pt nanocrystallites with
a diameter of 3:2 nm� 0:8 nm [13] embedded in a
carbon matrix. An acceleration voltage of 5 kV and a
beam current of 1.6 nA were used. Under these beam
conditions the metal content amounts to 22 at.% for the
as-grown samples.
An in situ measurement setup, which allows us to mea-

sure the conductance of the samples during the deposition
process, was employed which allowed us to verify a very
high reproducibility and comparability of the electrical
properties in sample preparation [14]. Several samples
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with a thickness of 82 nm each were prepared by means of
FEBID on one substrate under identical conditions.

Following the deposition process and a waiting time to
ensure that no more precursor molecules were in the vac-
uum chamber, an electron beam irradiation treatment with-
out precursor gas flux was applied to the samples. The
same beam parameters as during the deposition process
were used, but the irradiation time and, respectively, the
irradiation dose were varied. This allowed us to finely tune
the samples’ conductance to the desired values with a very
large degree of controllability. Up to the corresponding
irradiation time, i.e., irradiation dose, the measurements
show similar behavior for the different samples. Further
details about this approach can be found in [15,16].

Temperature-dependent transport measurements were
performed in the range of 1.5–260 K using a 4He cryostat
equipped with a dynamic variable temperature insert. For
conductivity measurements Keithley SourceMeters, Model
No. 2400 and No. 2636A, were used to apply a fixed bias
voltage of 10 mV to the samples resulting in an electric
field of no more than 25 V=cm. Under these bias voltage
conditions the measurements on the metallic samples were
taken in the linear regime as was checked by the current-
voltage characteristics measured at the lowest temperature.
Self-heating effects of the samples could thus be excluded.
The data were taken in two-probe geometry. Contact
and wiring resistances could be neglected as was verified
by independent three- and four-probe measurements.

The time between venting the SEM and mounting the
samples to the cryostat was kept as short as possible.
Further measurements, such as atomic force microscopy
measurements in noncontact mode to determine the height
of the samples, and energy-dispersive x-ray analysis
(EDX) measurements to analyze their composition, were
performed after the temperature-dependent conductivity
measurements. Thereby, aging effects were kept as small
as possible and the uncontrolled influence of additional
irradiation caused by EDX before taking the transport data
was avoided.

In Fig. 1(a) we present the normalized temperature-
dependent conductivity of samples irradiated with a dose
up to 6:72 �C=�m2. Apparently, the transport behavior
is strongly altered by varying the irradiation dose. As-
grown samples show insulating behavior indicated by the
temperature-dependent conductivity following a stretched
exponential behavior, corresponding to correlated variable
range hopping [16,17]. This is a well-known behavior
for granular metals prepared by FEBID for different pre-
cursors [13,18,19]. This insulating characteristic is ob-
served for all samples exposed to doses below about
0:32 �C=�m2. With further increase of the irradiation
dose the conductivity also increases and the samples pass
an insulator-to-metal transition. For the sample exposed
to the highest irradiation dose of 6:72 �C=�m2, the con-
ductivity even decreases with increasing temperature, as

would be expected for a conventional metal. For the
set of samples irradiated from 0 to 6:72 �C=�m2 the
conductivity at room temperature varies over 3 orders
of magnitude ranging in absolute values from 16 to
1:25� 105 ��1 m�1.
In order to establish the transition between metallic

and insulating behavior reliably we analyzed the logarith-
mic derivative w ¼ dln�=dlnT of the conductivity
which defines a more accurate criterion to distinguish
between metallic and insulating behavior than simply ex-
trapolating �ðTÞ to T ¼ 0 [20]. Metallic behavior leads to
a vanishing w for approaching T ¼ 0; insulating behavior
instead is indicated by a constant or divergent value for
w. In Fig. 1(b) the logarithmic derivative is shown for
three samples irradiated with doses in the range
0.32–0:64 �C=�m2. w diverges for the sample with
0:32 �C=�m2, indicating its still insulating behavior.
For samples exposed to a larger dose w tends to 0 for
T ! 0, so they are metallic. We will now focus on the
metallic samples exposed to doses � 0:48 �C=�m2.
In Fig. 2(b) the logarithmic temperature dependence

of the normalized conductivity is plotted for metallic
samples irradiated with a dose from 0:48 �C=�m2 to
2:72 �C=�m2. This transport behavior is observable start-
ing from about 6–18 K, depending on the sample, up to
260 K, the highest temperature measured with our setup. In

Fig. 2(a) we show the same data versus
ffiffiffiffi
T

p
and find linear

behavior from the lowest temperature measured (1.5 K) up
to a temperature of 10–25 K depending on the sample. We
exclude the sample irradiated with 6:72 �C=�m2 from
the following analysis because of its negative tempera-
ture coefficient of conductivity which indicates that the
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FIG. 1 (color online). (a) Normalized temperature-dependent
conductivity for samples irradiated with a dose up to
6:72 �C=�m2. (b) Logarithmic derivative w ¼ dln�=dlnT for
samples near the insulator-to-metal transition irradiated with a
dose from 0.32 to 0:64 �C=�m2. The sample irradiated exposed
to 0:32 �C=�m2 shows insulating behavior; the other two
samples tend to be metallic.
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percolation threshold has already been passed for this
sample, so that a current path along directly touching
metallic grains can be established.

We now turn to discussing possible reasons for these
observations. Beloborodov et al. proposed a theory of
ordered granular metals in the metallic, i.e., the strong
intergrain coupling regime [10]. Two distinct transport
regimes are predicted which lead to corrections to the
diffusive intragrain conductivity �0 in the following way:

� ¼ �0 þ ��1 þ ��2: (1)

��1 represents the correction in a high-energy regime
(kBT > g�) which is dominated by the granular structure
and incoherent tunneling processes. ��2 stands for the
correction in a low-energy regime (kBT < g�) in which
coherent electron motion is established. The low-energy
regime shows similarities to homogeneously disordered
metals and has been associated with the notion of a granu-
lar Fermi liquid [11]. The temperature-dependent correc-
tions in leading order are as follows [10]:

��1

�0

¼ � 1

6�g
ln

�
gEC

maxðkBT; g�Þ
�

(2)

and

��2

�0

¼ 1:83

12�2g

ffiffiffiffiffiffiffiffiffi
kBT

g�

s
(3)

assuming d ¼ 3 in the present case.
First experimental indications of a logarithmic tempera-

ture correction of the conductivity were reported by
Rotkina et al. for one platinum-containing sample prepared
by FEBID which had been subjected to an additional heat
treatment [21]. This behavior was tentatively attributed to

the high-energy regime and the first correction term. Our
samples show both a logarithmic temperature dependence
and also a crossover behavior to a distinctly different low-

temperature behavior which is following a
ffiffiffiffi
T

p
dependence

within the limited temperature range T > 1:5 K available
in our setup.
For further analysis it is mandatory to quantify the

intergrain coupling strength g for our sample set for the
following reason. The theoretically predicted behavior in
the temperature regime kBT > g� stems from the renor-
malization of the tunnel coupling g caused by Coulomb
correlations. Perturbation theory in 1=g generalized by a
renormalization group approach has been used to cover the
range g � 1 [10]. Here we use the data that follow a lnT
behavior to derive g in the following way. According to
Eq. (2) for d ¼ 3 the normalized conductivity �ðTÞ=�ðTnÞ
(Tn ¼ 260 K here) follows a linear behavior in lnT,

�ðTÞ
�ðTnÞ

¼ aþm lnT ðKÞ: (4)

After some simple algebra and using our experimentally
determined values for a and m taken from Fig. 2(b), the
following condition can be derived:

2�dg ¼ a=mþ ln½ðgEC=kBÞ ðKÞ�: (5)

This condition equation depends only weakly on the mag-
nitude of the Coulomb charging energy which we can
estimate from the grain size of our samples. The averaged
grain size D amounts to 3.2 nm, as determined by trans-
mission electron microscopy for as-grown samples [13],
and we take into account an approximate size increase of
20% caused by the electron irradiation treatment [16,22].
This leads to an average grain diameter of 3.9 nm which
results in a charging energy of EC=kB ¼ e2=2kBC ¼
e2=8kB��0�rD � 430 K with the capacitance C of a
single grain and a relative permittivity of �r ¼ 5. Since
neither D nor �r are exactly known we have to allow for a
range of possible EC values. This uncertainty does only
cause very weak changes in the deduced coupling strength
as can be seen in Fig. 3 which shows the left part, denoted
as f1ðgÞ, and the right part, denoted as f2ðgÞ, of Eq. (5) for
the samples in the strong intergrain coupling regime. The
fit parameters a and m referring to the logarithmic tem-
perature dependence shown in Fig. 2(b) have been used.
The intersection points give the intergrain tunnel coupling
strength g for each sample.
Apparently, only the sample exposed to the largest dose

of 2:72 �C=cm2 having g � 3 is in the strong-coupling
regime within the immediate validity range of the theory
[10]. The estimated average level spacing � ¼ 1=ðVNfÞ
amounts to 2.8 K, with V as the volume of an individual
grain of diameter 3.9 nm and Nf � 2=ðeV atomÞ [23] the
density of states at the Fermi level. Using this and the
coupling strength g ¼ 3 we obtain T	 ¼ 8:4 K as cross-
over temperature between the high- and low-temperature
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FIG. 2 (color online). (a) Square-root and (b) logarithmic tem-
perature behavior for samples irradiated with a dose in the range
from 0.48 to 2:72 �C=�m2. The data sets are represented by the
solid lines with the equally spaced symbols provided for ease of
discrimination.
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regime. This is in good correspondence with the observed
crossover temperature taken from the respective fits in
Figs. 2(a) and 2(b) which amounts to about 10 K.

For the other samples it can be stated that these also fall
onto the metallic side of the insulator-to-metal transition
since gC � 0:25. Apparently, the logarithmic temperature
dependence and crossover behavior at low temperatures is
a robust and universal feature over a large range of cou-
pling strength reaching well below the expected validity
range of the theory. Nevertheless, it remains to be seen
whether the aspect of disorder, mainly caused by the
intergrain distance distribution, does indeed help to stabi-
lize the coherent conductivity contribution in the metallic
regime against the correlation effects which favor local-
ization of the electrons or if some extrinsic mechanism

might be responsible for the observed
ffiffiffiffi
T

p
behavior. Since

the employed method allows for a very precise tuning of
the materials properties g and T	, the observed persistence
of the large g behavior towards lower g values in the range
gC < g < 1 suggests that the underlying transport mecha-
nism remains the same.

In conclusion, we have presented experimental evidence
for a universal low-temperature behavior of the electrical
conductivity of a three-dimensional nanogranular metal in
the strong intergrain coupling regime. This has become
possible by introducing a new approach for tuning the
intergrain coupling strength employing an electron irradia-
tion treatment under continuous monitoring of the sample
conductance. We find the theoretically predicted logarith-
mic temperature dependence of the conductivity at high
temperatures followed by a crossover behavior to coherent

electron motion at low temperature, as indicated by a
ffiffiffiffi
T

p

behavior. Our results suggest that the theoretically pre-
dicted behavior, derived in the strong-coupling limit
g � 1, has in fact a larger validity range than could be
expected. Disorder in the intergrain coupling strength may
be a reason for this observation. As a consequence of the
large degree of control immanent to the FEBID process
employed in sample preparation, extension of these studies
to two-dimensional, as well as one-dimensional, nanogra-
nular metals appears feasible [24,25]. Moreover, the con-
tinuous tunability of the intergrain coupling strength will
allow future investigations in the immediate neighborhood
of the insulator-to-metal transition. It will also allow for
establishing a phase diagram of the charge carrier dynam-
ics [11] for the Pt-C system.
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[13] J.M. De Teresa, R. Córdoba, A. Fernández-Pacheco, O.

Montero, P. Strichovanec, and M.R. Ibarra, J. Nanomater.
(2009) 936863.

[14] F. Porrati, R. Sachser, and M. Huth, Nanotechnology 20,
195301 (2009).

[15] C. H. Schwalb, C. Grimm, M. Baranowski, R. Sachser, F.
Porrati, H. Reith, P. Das, J. Müller, F. Völklein, A. Kaya,
and M. Huth, Sensors 10, 9847 (2010).

[16] F. Porrati, R. Sachser, C.H. Schwalb, A. S. Frangakis, and
M. Huth, J. Appl. Phys. 109, 063715 (2011).

[17] A. L. Efros and B. I. Shklovskii, J. Phys. C 8, L49
(1975).

[18] M. Huth, D. Klingenberger, Ch. Grimm, F. Porrati, and R.
Sachser, New J. Phys. 11, 033032 (2009).

0 0.5 1 1.5 2 2.5 3 3.5
g

0

10

20

30

40

50

60
f 1(g

),
 f

2(g
)

f
1
(g)

f
2
(g; E

C
=430K), 0.48µC/cm

2

f
2
(g; E

C
=430K), 0.64µC/cm

2

f
2
(g; E

C
=430K), 0.80µC/cm

2

f
2
(g, E

C
=430K), 1.28µC/cm

2

f
2
(g; E

C
=430K), 2.72µC/cm

2

f
2
(g; E

C
=860K), 2.72µC/cm

2

FIG. 3 (color online). Plot of the left and right parts of Eq. (5)
denoted as f1ðgÞ and f2ðgÞ, respectively. The intersection point
provides the intergrain coupling strength for the respective
nanogranular metal. The insensitivity of the derived values for
g is exemplarily shown for the sample exposed to the largest
dose assuming two very different values for the Coulomb charg-
ing energy as indicated.

PRL 107, 206803 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending

11 NOVEMBER 2011

206803-4

http://dx.doi.org/10.1103/RevModPhys.79.469
http://dx.doi.org/10.1080/00018737500101431
http://dx.doi.org/10.1080/00018737500101431
http://dx.doi.org/10.1080/13642819208207638
http://dx.doi.org/10.1016/j.physc.2007.08.021
http://dx.doi.org/10.1016/j.physc.2007.08.021
http://dx.doi.org/10.1038/nature06180
http://dx.doi.org/10.1038/nature06180
http://dx.doi.org/10.1038/35095012
http://dx.doi.org/10.1088/0034-4885/62/1/002
http://dx.doi.org/10.1088/0034-4885/62/1/002
http://dx.doi.org/10.1103/PhysRevB.71.014514
http://dx.doi.org/10.1103/PhysRevB.71.014514
http://dx.doi.org/10.1103/PhysRevB.66.052509
http://dx.doi.org/10.1103/PhysRevB.66.052509
http://dx.doi.org/10.1103/PhysRevLett.91.246801
http://dx.doi.org/10.1103/PhysRevB.70.205120
http://dx.doi.org/10.1103/PhysRevB.70.205120
http://dx.doi.org/10.1116/1.2955728
http://dx.doi.org/10.1116/1.2955728
http://dx.doi.org/10.1155/2009/936863
http://dx.doi.org/10.1155/2009/936863
http://dx.doi.org/10.1088/0957-4484/20/19/195301
http://dx.doi.org/10.1088/0957-4484/20/19/195301
http://dx.doi.org/10.3390/s101109847
http://dx.doi.org/10.1063/1.3559773
http://dx.doi.org/10.1088/0022-3719/8/4/003
http://dx.doi.org/10.1088/0022-3719/8/4/003
http://dx.doi.org/10.1088/1367-2630/11/3/033032


[19] Y. Tsukatani, N. Yamasaki, K. Murakami, F. Wakaya, and
M. Takai, Jpn. J. Appl. Phys. 44, 5683 (2005).
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