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Inhibited Spontaneous Emission of Quantum Dots Observed in a 3D Photonic Band Gap
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We present time-resolved emission experiments of semiconductor quantum dots in silicon 3D inverse-
woodpile photonic band gap crystals. A systematic study is made of crystals with a range of pore radii to
tune the band gap relative to the emission frequency. The decay rates averaged over all dipole orientations
are inhibited by a factor of 10 in the photonic band gap and enhanced up to 2X outside the gap, in
agreement with theory. We discuss the effects of spatial inhomogeneity, nonradiative decay, and transition
dipole orientations on the observed inhibition in the band gap.
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In the field of cavity quantum electrodynamics (QED) it
has been recognized that the nanoenvironment of a two-
level quantum system may serve to tailor the fundamental
light-matter interactions [1,2]. Of particular interest is the
broadband and complete suppression of vacuum fluctua-
tions in a three-dimensional (3D) photonic band gap, i.e., a
frequency range for which light is forbidden for all wave
vectors and all polarizations [3]. Such band gaps are ex-
pected in 3D photonic crystals, i.e., dielectric nanostruc-
tures with periodicities less than half the optical
wavelength [4]. Anticipated cavity QED effects of band
gaps include complete inhibition of spontaneous emission,
photon-atom bound states, collective laserlike emission,
and intriguing fractional decay [5-9].

To date, the cavity QED effects of 3D photonic
band gaps on two-level light sources have only been
studied in theory [5-9]. In these studies, one usually con-
siders a single two-level source (or N identical ones) with
ideal 100% quantum efficiency that is excited once at
t = 0, and that is placed in a perfect and infinitely extended
photonic crystal. Clearly, this idealized situation
differs from real situations. Real sources are inhomogene-
ously broadened, have nonzero nonradiative decay, are
repeatedly excited in time, and are embedded in photonic
crystals of finite extent. Previous experiments on 3D pho-
tonic crystals were restricted to inverse opals with pseudo-
gaps [10]; hence, the above predictions could not be
addressed.

In this Letter, we perform a first experimental study of
cavity QED effects on light sources inside real photonic
crystals with a full 3D photonic band gap. To this end, we
have developed silicon photonic crystals with a diamond-
like structure that have broad band gaps [11]. We perform
time-correlated single photon counting experiments on
embedded semiconductor quantum dots. We observe
broadband inhibition inside the photonic band gap and
enhancement outside the gap. We find that the effects of
spatial inhomogeneity, nonradiative decay, and transition
dipole orientations are relevant in the band gap. Our results
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allow a first experimental test of theoretical cavity QED
predictions [5-9].

Silicon 3D inverse-woodpile photonic band gap crystals
were fabricated by a CMOS-compatible method described
in Ref. [12]. In brief, a 2D array of pores was etched in a
silicon wafer by reactive ion etching, and a second or-
thogonal set of pores was etched after careful alignment
to yield 3D crystals. Figure 1(a) shows a micrograph of a
typical 3D crystal that compares well to the designed
structure shown in Fig. 1(b). The cubic crystals have lattice
parameters a = 693 and ¢ = 488 nm (a/c = \/5), and a
range of pore radii (136 < r < 186 nm) to tune the band
gap relative to the emission spectrum. The 3D crystals
extend over L3 = 12 X 12 X 12ac?, which exceeds the
Bragg attenuation length (see [13]) in every direction
[14]. The good optical quality and high photonic interac-
tion strength (see [15]) of our crystals are confirmed by
optical reflectivity where intense and broad peaks are seen.
The stop bands overlap for all probed directions and polar-
izations, which is an experimental signature of a photonic
band gap [14].

Figure 1(c) shows the calculated band structure [16] for
an infinitely extended inverse-woodpile crystal. A broad
band gap appears in the frequency range where modes are
forbidden for all wave vectors. Figure 1(d) shows the
corresponding density of states (DOS). At low frequency
the DOS increases quadratically similar to an effective
medium. The DOS deviates from the parabola beyond
reduced frequency 0.35, and vanishes between 0.478 and
0.504 in the photonic band gap.

To study emission from two-level sources, we immersed
the crystals in a dilute suspension of PbS colloidal quantum
dots in toluene [17]. The dots emit at photon energies
between 0.8 and 0.9 eV including the telecom range
(Fig. 4), and their transition dipole orientations sample
all directions. We have measured time-resolved emission
at three energies in the quantum dot spectrum: 0.828,
0.850, and 0.893 eV (A = 1500, 1460, 1390 nm, respec-
tively) at room temperature. Outside the crystals the dots

© 2011 American Physical Society


http://dx.doi.org/10.1103/PhysRevLett.107.193903

PRL 107, 193903 (2011)

PHYSICAL REVIEW LETTERS

week ending
4 NOVEMBER 2011

250000
22a%2%",
BN R oA RCR A N R 8
platelnfalaletalntats

o
2
(n®) ABisus uojoyd
DOS (0’/x’c’)

0.0

s 0.0 0.0+
R YSRTYIXU I'ZUR 0.0 0.2 0.4 0.6

Wavevector Normalized frequency (wa/2rc)

FIG. 1 (color). (a) Scanning electron micrograph of a 3D
inverse-woodpile photonic crystal made from silicon. The 3D
crystal is delimited by the dashed lines and consists of two
perpendicularly etched sets of carefully aligned pores, sur-
rounded by a 2D crystal. (b) Schematic image showing the
positions and overlap of the pores, and unit-cell parameters a
and c. (c) Band structure of an inverse-woodpile photonic crystal
with pore radius 170 nm, € = 12.1 for silicon and € = 2.25 for
toluene-filled pores. The band gap is indicated with the red bar.
Inset: first Brillouin zone. (d) Density of states (DOS) per
volume for the same crystal calculated with 10000 k points
[16]. The DOS vanishes in the band gap. Dashed curve: qua-
dratic behavior in the low frequency limit.

reveal single exponential decay with an energy-
independent rate. By keeping the dots in suspension their
photophysical properties remain stable for months, much
longer than with dried dots in previous work [10].

The quantum dots were excited with short laser pulses at
A =532 nm [17]. To minimize background from the sus-
pension, light from the quantum dots was collected at 90°
from the excitation beam by a detection objective with a
high NA = 0.7 [see Fig. 2(a)], which does not affect the
observed dynamics [17]. Light emitted by the quantum
dots was resolved by a monochromator. To precisely align
the crystal the excitation focus was scanned over the edge
of the structure; see Fig. 2(b). We see a sharp transition
from high (in suspension) to lower intensity in the crystal.
In a scan performed on bulk silicon next to the crystal a
sharp edge is also seen. Here the time-integrated intensity
is about half of the intensity collected from the 3D pho-
tonic crystal. Hence about half of the intensity is emitted
by quantum dots in the photonic crystal and the other half
by dots in suspension. Therefore, a significant spontaneous
emission signal originates from quantum dots in our pho-
tonic band gap crystals.

To precisely measure the arrival time of the emitted
photons, time-correlated single photon counting was
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FIG. 2 (color). (a) Crystal position relative to excitation and
detection foci. The coordinate system of the position scans is
shown. (b) Peak intensity of quantum dots at 0.842 eV vs the
y position of the excitation focus in an inverse-woodpile crystal
(red squares) and near a silicon wafer (black circles), curves are
guides to the eye. The signal below the 3D crystal stems from the
nearby 2D crystal. The 3D crystal reveals twice as much signal
as bulk silicon. PC, S (indicated by red and black arrows,
respectively) are intensities measured at y = O that are input
for time-resolved emission [Eq. (1)].

employed [17]. Since we perform experiments at relatively
low photon energy in the near infrared to avoid silicon
absorption, the detector darkcount is substantial and the
quantum dot signal is relatively low. Therefore, we have
collected for long times (hours) to obtain sufficient statis-
tics, and carefully subtracted the background. Figure 3
shows time-resolved spontaneous emission for quantum
dots in two different photonic crystals with pore radii r =
170 and 136 nm, compared to emission in suspension that
serves as a reference. Emission outside the gap (r =
136 nm) decays faster than the reference, which illustrates
that the excited-state lifetime of quantum dots is controlled
by the photonic crystals. For the » = 170 nm crystal in the
gap (0.893 eV) the emission is at short times (before
~500 ns) dominated by the relatively fast decaying sus-
pension signal. Beyond this time, a much slower decay is
apparent that reveals a strongly inhibited emission.
Interestingly Fig. 3 reveals that in the gap the histogram
of photon arrival times decays monotonically in time to a
vanishing intensity, in agreement with Ref. [6]; we do not
detect signatures of fractional decay or oscillations pre-
dicted in Refs. [7-9]. For instance, based on Ref. [7] one
expects photons to be emitted within an uninhibited life-
time (= 540 ns) followed by complete inhibition. In our
experiments this would correspond to a decay curve that
strongly deviates from exponential decay at times shorter
than a lifetime. Because of the background suspension
signal, at longer times only a contribution with the unin-
hibited rate would appear. We do not observe such phe-
nomena in any of our data. A possible reason for this
discrepancy may be that the predicted features are not
robust to ensemble averaging. Other reasons could be the
finite dynamic range (= 1.5 decades) in our work, the
assumption of very large oscillator strengths in some mod-
els, or that theories predict excited-state population dy-
namics instead of photon arrival times while these two
phenomena do not necessarily behave the same [18].
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FIG. 3 (color). Time-resolved spontaneous emission measured
on a quantum dot suspension for reference (black squares), a
photonic crystal with pore radii 136 nm at 0.850 eV (red circles),
and a crystal with » = 170 nm at 0.893 eV (blue triangles). Data
rebinned to 40 ns steps. Blue, black, and red curves are bi-
exponential models [Eq. (1)]. The magenta dashed curve is
calculated from the LDOS distribution ([17]). Bottom panel:
the residuals are random, indicating high quality fits.

Since the emission originates both from quantum dots in
the crystal and in suspension, we model the time-resolved
emission with a double-exponential (see Ref. [17,18]):

f(t) = I(Sysexp(—yst) + PCypcexp(—ypct)). (1)

Here ypc is the emission rate of quantum dots in the
photonic crystal that we wish to obtain, and 7y is the rate
of dots outside the crystal that is separately measured to be
vs = 1.85 ws™! (cf. Fig. 3). S and PC are relative factors
fixed by scans of the detection focus [Fig. 2(b)], and only
vpc and I are adjusted. Since the background is substantial
compared to the signal, we have performed a maximum
likelihood analysis of the time-resolved data, see the sup-
plement [17]. Our model describes most data well, as is
illustrated by residuals randomly distributed about O (Fig. 3
bottom), and by a goodness of fit 2, near unity. Some
decay curves in the band gap could not be modeled and
were excluded; while this is likely caused by experimental
factors, it is also conceivable that Eq. (1) does not capture
all physics in the band gap [17]. From Fig. 3 we obtain an
emission rate ypc = 3.1 us~! for the r = 136 nm crystal,
a 1.5-fold enhancement. For the » = 170 nm crystal we
obtain ypc = 0.18 us™!, corresponding to 10X inhibi-
tion. The resulting lifetime 7| = 5.5 us is extremely
long for quantum dots and indicates strongly shielded
vacuum fluctuations, which is favorable for applications
in quantum information processing [19].

Figure 4 (a) to (c) collects the emission rates measured
on several crystals with a range of pore radii and hence gap
frequencies. To investigate the inhibition in the photonic
band gap range we plot the ratio yg/ypc. Since the quan-
tum dots occupy a large fraction of the unit cell, they
experience a local density of states (LDOS) averaged
over a large part of the unit cell [20], which agrees well
with the DOS for an infinite crystal [Fig. 1(c)]. For the
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FIG. 4 (color). The top panel shows the quantum dots
continuous-wave (cw) emission spectrum. (a) to (c): measured
inhibition ¢/ vpc (open circles) versus photon energy for crys-
tals with indicated pore radii. Different symbols are measure-
ments on a same crystal on different days; data in the band gap
(yellow) are displaced by 0.0005 eV for clarity. Horizontal lines
indicate reference level. The calculated inverse density of states
(DOS) are shown as curves.

145-nm crystal [Fig. 4(a)] the photon energy is higher than
the band gap frequency. An enhanced emission rate up to
2X is observed with increasing photon energy, in agree-
ment with the DOS. The 170-nm crystal [Fig. 4(b)] reveals
up to twofold inhibition at frequencies just below the gap.
Strikingly, a strong 10X inhibition is found at photon
energies deep in the band gap where a low emission rate
of 0.18 us™!is observed. Here the error bars are largest, as
time-resolved emission is most sensitive to background
when the emission rate is most strongly inhibited. The
176-nm crystal [Fig. 4(c)] also reveals a strongly inhibited
emission rate in the frequency range that corresponds to the
calculated band gap. A 7-fold inhibition is observed, in
agreement with the results on the 170-nm crystal. The
agreement of the observations on these two crystals is
gratifying in view of the similar band gap width and center
frequency.

Interestingly, the situation studied here leads to new
physics since in real and finite 3D photonic band gaps
the LDOS and the emission rate depend on depth z in the
crystal. This contrasts to the calculated DOS curves in
Fig. 4 that tend to infinite inhibition since they pertain to
infinite crystal size. Based on theory [21] we expect the
unit-cell-averaged LDOS to decrease exponentially with z
in the band gap, see Fig. 5. In contrast, outside the gap the
unit-cell-averaged LDOS varies only slightly with z from
vacuum to the finite bulk value. In the gap, the LDOS for a
finite crystal has a minimum at the center that is set by the
crystal size L and by a decay length that we call €| pos.
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FIG. 5 (color). Unit-cell-averaged LDOS normalized to vac-
uum versus depth z in a finite photonic band gap crystal of extent
L = 12a. In the gap the LDOS decreases exponentially with
decay length £ pos = 1.03a to a minimum 6 X 1073, as inter-
polated from Ref. [22] for L = 12a. Outside the gap the LDOS
remains finite as in case of a pseudogap [10].

Interpolating the calculations of Ref. [22] to L = 12a, we
estimate €; pos = 1.03a and a maximum inhibition at the
center of our crystals beyond 160X (Fig. 5).

Spatial inhomogeneity has intriguing consequences:
since the quantum dots experience a spatially dependent
LDOS, we consider if the time-resolved emission curves
are consistent with a distribution of emission rates. Indeed
the z-dependent LDOS in Fig. 5 corresponds to a broad and
asymmetric distribution of LDOS and thus of emission
rates [17]. Using this distribution, we calculate an
ab initio time-resolved emission curve that is in excellent
agreement with the measured data, see Fig. 3. This sup-
ports the physical relevance of the length scale €} pog in a
band gap. In the measured time interval, the ab initio curve
also agrees well with exponential decay. The difference
between the two curves will be observable at much longer
times than currently accessible, which requires greatly
improved counting statistics. To take full advantage of
the strong inhibition deep inside 3D crystals calls for
completely different experimental approaches, viz., the
probing of excited-state populations to directly verify the
theoretical predictions [5-9]. We propose transient absorp-
tion as a probe of excited states that become more and more
stable due to the shielding of the vacuum fluctuations in a
3D photonic band gap.

For any real light source we must also consider nonzero
nonradiative decay. A time-resolved emission experiment
yields a total rate that equals the sum of the radiative and
nonradiative rates: Ypc = VYrad T Varad- If Yraa 18 strongly
inhibited in a 3D photonic band gap, as is the case here, the
rate ypc is minimal with a lower bound set by y,..q- While
Ynrad 18 DOt well known for our dots, we can estimate an
upper bound from the maximum observed inhibition to be
Yorad = 0.18 ms™!, which is reasonable in view of data
elsewhere [23]. In future y,,q may be reduced by cooling
to low temperatures.

Finally, it is well known that the emission rate strongly
depends on orientation of the transition dipole moment

[24]. Since our quantum dots are in suspension they sample
all orientations; thus, the inhibition observed here is robust
to orientation averaging. This is in contrast to recently
observed inhibited emission in 2D photonic crystals [25],
and nanowires [26] that concern dots with a particular
orientation of the transition dipole moment.
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Note added.—After our Letter was submitted, we
learned of a study on spontaneous emission decay dynam-
ics of nanocrystal quantum dots embedded in biotemplated
titania photonic crystals with a diamond-based lattice [27].
This Letter reveals inhibition by about a factor of 5 in a
range of strong stopgap overlap and 1.5X enhancement
near a band edge.
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