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The experimental imaging of electronic orbitals has allowed one to gain a fascinating picture of

quantum effects. We here show that the energetically high-lying orbitals that are accessible to experi-

mental visualization in general differ, depending on which approach is used to calculate the orbitals.

Therefore, orbital imaging faces the fundamental question of which orbitals are the ones that are

visualized. Combining angular-resolved photoemission experiments with first-principles calculations,

we show that the orbitals from self-interaction-free Kohn-Sham density functional theory are the ones best

suited for the orbital-based interpretation of photoemission.

DOI: 10.1103/PhysRevLett.107.193002 PACS numbers: 33.60.+q, 31.15.E�, 79.60.�i

Experiments that are interpreted as the visualization of
molecular orbitals have become possible in rather different
fields of science [1–3]. Angular-resolved photoemission
spectroscopy (ARPES) has emerged as a particularly
powerful tool [4–6], allowing one to visualize interface
effects and substrate influences, thus gaining practical
relevance by giving one access to properties that are fun-
damental to molecular electronics. However, the recon-
struction of orbital densities is also fascinating from a
fundamental point of view, as it allows one to visualize
quantummechanical properties that are considered elusive,
revealing what is interpreted as a picture of the probability
density for finding ‘‘an electron’’ in a molecule. However,
for the very same reason, the results of ‘‘orbital measure-
ments’’ may be debated: Nature does not know about one-
electron orbitals, because electrons in a many-electron
system are described by a correlated wave function and
not by one-electron orbitals. Orbitals are a theoretical
concept, introduced for noninteracting particles and used
in interacting theories merely to build up a correlated wave
function or to construct the density.

Typically, the photoemission intensity is written as [7]
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jh�fjA � pj�iij2�ðEf � Ei � @!Þ (1)

for a transition from state j�ii to j�fi triggered by one

photon of frequency ! in the semiclassical electromag-
netic field A. The final-state energy Ef is determined by

the material’s work function and the kinetic energy of the
measured electron. Writing the final state as an (antisym-
metrized) product of a plane wave for the emitted electron

and the N � 1 electron state of the ionized system leads to
a representation of the ionization process in terms of Dyson
orbitals [8]. Even when the conditions under which the
plane-wave approximation can be used [5] are fulfilled, it is
not clear why the density of states on the right-hand side of
Eq. (1) should be the one that one straightforwardly obtains
from Hartree-Fock (HF) or density functional theory
(DFT) calculations, and why ARPES should reflect the
corresponding HF or DFTorbitals. In principle, the density
of states should be the one of quasiparticles, e.g., as
approximately obtained in a GW calculation [9]. The
amazing observation is, though, that previous experiments
could directly be related to the orbitals obtained from HF
theory or semilocal density functional calculations. Here,
we take this puzzle one step further and turn it into a
serious question. We show that, for molecules that are of
greater complexity than previously studied cases, different
theories predict upper orbitals of different spatial character.
What will orbital reconstruction techniques visualize in
such cases? Combining first-principles calculations with
ARPES experiments, we show that there is a systematic
relation between the orbitals from self-interaction-free
Kohn-Sham (KS) DFT and the measured intensities.
The orbital that typically is of greatest interest in orbital

density reconstruction is the highest occupied molecular
orbital (HOMO), and one of the so far largest molecules for
which accurate orbital density visualization of the HOMO
has been reported is pentacene [3,5,10]. In Ref. [5],
ARPES data was explained based on generalized gradient
approximation (GGA) orbitals, and our Fig. 1 confirms
this approach: It hardly matters which theory is used to
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calculate the HOMO. This is a consequence of pentacene’s
simple electronic structure. The upper valence orbitals are
delocalized on similar length scales; thus, the relative
ordering of the orbitals and the momentum distributions
are not sensitive to possible shortcomings of theoretical
methods [11,12].

The situation changes for molecules of greater complex-
ity. A prominent example in this respect is the 1,4,5,8-
naphthalene-tetracarboxylic dianhydride (NTCDA) mole-
cule. Neither HF nor GGAs lead to eigenvalues [13] that
match the gas phase photoelectron spectrum [14].
Contracting [4] or stretching [15] theoretical spectra can
improve spectral agreement. However, with the full mo-
mentum distribution available from ARPES, theory and
experiment can be compared in much greater detail. Kera
et al. [4] have shown in an important study that the ARPES
for the NTCDA HOMO can be understood based on HF.
However, GGAs yield different results, as shown below. So
while for specific systems, HF or GGA-based DFT can
yield a reliable description [4,5], there is the pressing
question of whether there exists a theoretical approach
which generally yields the correct orbital ordering and
momentum distributions for molecules—in other words,
which single-particle orbitals are the best approximation to
Dyson orbitals. This question is at the heart of ‘‘molecular
orbital reconstruction.’’

To answer these questions, we investigate several single-
particle approaches: HF and different density functionals,
namely, the Perdew-Burke-Ernzerhof (PBE) GGA, the
Becke three-parameter Lee-Yang-Parr (B3LYP) hybrid
[16], and the KS self-interaction correction (SIC) func-
tional. The KS SIC approach used here has been described
in detail in Ref. [17]. Its essential feature is that a spatially
local, multiplicative potential that is the same for all orbi-
tals is constructed according to the generalized optimized
effective potential equation (see [18] for technical details).
In this way, the powerful arguments of KS theory can be
brought to bear despite the functional’s orbital dependence.

There are pronounced differences between the NTCDA
HOMOs obtained by different approaches. The top-left
and top-middle panels of Fig. 2 show j’ðkÞj ¼
jR’ðrÞe�ik�rd3rj of the NTCDA HOMO from the PBE

and the KS SIC calculation, respectively, both evaluated

at jkj ¼ 2:75 �A�1 (see [18] for technical details). The

observed marked differences have an important implica-
tion, because, as discussed in detail, e.g., in Ref. [5], j’ðkÞj
can be related to the square root of the photoemission
intensity. As the different calculations make rather differ-
ent predictions for this quantity, NTCDA puts the orbital
density interpretation to a serious test, allowing one to
check which orbital, if any, will be seen in experiment.
The ARPES intensity distribution for the first emission

peak is shown in the right plot of the top row of Fig. 2. The
result is unambiguous: The experimental data reveal a
close relation to the SIC orbital and none to the GGA
orbital. The HOMO from HF and B3LYP (not shown)
are similar to the SIC HOMO. The latter two approaches
use integral-operator potentials, and the generalized Kohn-
Sham equation resembles the Dyson equation [19,20];
thus, one may be tempted to believe that HF or hybrid
functionals may approximate quasiparticle excitations bet-
ter than any KS approach.
However, this is not the case, as seen by investigating the

orbital below the HOMO, called HOMO-1 in the follow-
ing. In the bottom row of Fig. 2, we compare j’ðkÞj for the
HOMO-1 as found by B3LYP (left) and KS SIC (middle),

each evaluated on a hemisphere of radius jkj ¼ 2:73 �A�1,
to the ARPES data (right). The SIC approach shows the
experimentally observed features, whereas the B3LYP
HOMO-1 does not resemble the experiment at all. The
HF HOMO-1 (not shown) is similar to the HOMO-1
from KS SIC, but the characteristic ‘‘outward bending’’

seen experimentally for kx � �1 �A�1, ky * 0:5 �A�1 is

better reproduced by the SIC orbital. Furthermore, HF
eigenvalues below HOMO-1 do not match the experiment
at all, whereas the ones from self-interaction-free DFT are
much more realistic, as shown in detail in Refs. [12,13].
Thus, we arrive at a decisive twofold insight. First, the
orbital interpretation of photoemission can be used also
for complex systems. Second, the self-interaction-free
KS approach yields eigenvalues that reflect relative PES

FIG. 2 (color online). Top: HOMO of NTCDA from PBE
(left), KS SIC (middle), and square root of the ARPES intensity
(right). Bottom: HOMO-1 from B3LYP (left), KS SIC (middle),
and experiment (right).

FIG. 1 (color online). Pentacene HOMO in momentum space.
j’ðkÞj was evaluated on a hemisphere of radius jkj ¼ 2:80 �A�1

Left: HF. Middle: PBE GGA [24]. Right: KS SIC [17].
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peak positions and orbitals that correspond to ARPES
intensities. It thus matches the ‘‘orbital density measure-
ment’’ interpretation best.

This, of course, raises the question of whether one can
understand why the orbitals from certain calculations can-
not be related to the ARPES measurements. In KS DFT
with its local multiplicative potential, the interpretabilities
of orbitals and eigenvalues are closely tied to each other.
Traditional DFT literature vigorously denied the KS eigen-
values any physical meaning. This, however, is not correct.
Chong, Gritsenko, and Baerends [21] showed that KS
eigenvalues can be very accurate approximations to the
ionization potentials of upper valence electrons, and Duffy
et al. [20] discussed in detail the relation between KS
orbitals and Dyson orbitals. The decisive aspect for when
an exchange-correlation functional will not yield physi-
cally interpretable eigenvalues and orbitals can be under-
stood from Janak’s theorem [22], which states that relaxed
ionization potentials can be obtained by integrating over
the occupation number- (f-) dependent KS eigenvalues "i:

Vi ¼ �
Z 1

0
"iðfÞdf: (2)

In a non-self-interaction-free KS calculation, the eigenval-
ues depend strongly and unphysically on the occupation
numbers [11]. In KS approaches that eliminate self-
interaction, the integrand in Eq. (2) does change much
less over the integration range and can therefore be ap-
proximately taken out of the integral, and the eigenvalue at
the upper integration limit approximately reflects the ion-
ization potential. In other words, Kohn-Sham DFT can
benefit from a cancellation of relaxation effects and
‘‘non-Koopmans’’ corrections. Earlier work gave semian-
alytical arguments for a near cancellation in atoms [11].
Our results show that in KS SIC the cancellation is
excellent even for complex systems. Furthermore, any
approach that is self-interaction-free and uses a multipli-
cative (KS) potential should yield physical orbitals and
eigenvalues, and indeed we found that x-only optimized
effective potential orbitals are qualitatively similar to the
ones from KS SIC.

HF theory neglects correlation and does not employ a
local multiplicative potential as KS theory does. Its eigen-
values correspond to an unrelaxed x-only approximation.
They are thus less amenable to physical interpretation. The
case of hybrid functionals is yet more involved. B3LYP
combines� 20% of HF with a GGA, and thus the potential
is neither self-interaction-free nor purely multiplicative—
nevertheless, it yields eigenvalues that qualitatively often
match photoemission peak positions [13,15], in particular,
for NTCDA. However, the ARPES experiment presented
here for the NTCDA HOMO-1 shows that the B3LYP
orbital whose eigenvalue is at the right energy does not
yield the experimentally observed momentum distribution;
i.e., the energy agreement in this case is fortuitous.

As discussed in Refs. [4,5], scattering effects may influ-
ence the ARPES signal. Yet, for the present systems, their
influence is much smaller [5] than the pronounced differ-
ences that are due to different molecular orbitals.
However, we can take the concept of measuring orbital

densities to the edge by investigating a particularly chal-
lenging system. 3,4,9,10-perylene-tetracarboxylic acid di-
anhydride (PTCDA), anothermodel organic semiconductor
[6], is a complicated case, because different theoretical
approaches agree on the structure of the HOMO, but the
predictions for the lower lying orbitals differ largely, and
there is not one distinct HOMO-1 but several energetically
close-lying orbitals. We again focus on the PBE GGA and
on KS SIC as the paradigm examples for a semilocal and
self-interaction-free functional, respectively.
The PBE GGA finds two degenerate orbitals (HOMO-1

and HOMO-2) about 0.82 eV below the HOMO. The next
orbital (HOMO-3) is energetically well separated from this
degenerate pair, being lower by another 0.51 eV. The upper
right plot in Fig. 3(a) shows the normalized sum of the
absolute values of the Fourier transforms of the two degen-

erate GGA orbitals, evaluated at jkj ¼ 1:92 �A�1. Based on
the GGA calculation, one would thus expect one experi-
mental peak about 0.82 eV below the HOMO peak that
should be associated with a distinct ARPES intensity
distribution.
The prediction from the KS SIC calculation is very

different. SIC finds four orbitals in close energetic vicinity
of each other. HOMO-1 lies 1.2 eV below the HOMO and
is separated from HOMO-2 by just 0.19 eV. HOMO-2 itself
is quasidegenerate (0.08 eV difference) with HOMO-3 and
HOMO-4, the latter being strictly degenerate with each
other. The lower left plot in Fig. 3(a) shows the absolute
value of the Fourier transform of the SIC HOMO-1, the
lower right the one of HOMO-2, and the upper left the
normalized sum of the absolute values of the Fourier trans-
forms of the two degenerate SIC orbitals HOMO-3 and

HOMO-4. We used jkj ¼ 1:92 �A�1 in each case. Thus,
based on the SIC calculation, one expects that the ARPES
intensity below the HOMO peak should have different
contributions appearing in a rather small energy interval
with distinctly different spatial patterns.
Turning to the ARPES experiment, one notes that, in

contrast to the photoemission signals at the binding ener-
gies EB ¼ 1:9 eV and EB ¼ 0:7 eV, which are directly
assigned to the HOMO and the former lowest unoccupied
molecular orbital, respectively, the signal between EB ¼
3:0 eV and EB ¼ 3:6 eV (close to the onset of Ag 4d
emission at EB � 4 eV) shows great complexity. A prin-
cipal component analysis (see [18]) showed that at least
four contributions need to be considered. We located these
at binding energies of 3.1, 3.2, 3.3, and 3.5 eV. The corre-
sponding data are shown in Fig. 3(b).
For the GGA calculation, neither the energetic position

of the HOMO-1 nor the intensity pattern match the
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experiment. The comparison of the experiment to the SIC
calculation, on the other hand, is much clearer. The ener-
getic separation between the HOMO and the next lower
peak matches, and the experiment also very clearly con-
firms several different contributions. The intense signal at
EB ¼ 3:1 eV is similar to the contribution one expects
from the strictly degenerate SIC orbitals as seen in the
upper left plot in Fig. 3(a). The measured intensity at
EB ¼ 3:3 eV clearly reflects the lower left pattern in
Fig. 3(a). Furthermore, the ARPES signal at EB¼3:5 eV

shows intensity at kx � 0, ky ¼ �1 �A�1, which may stem

from the orbital shown in the lower right plot in Fig. 3(a).

A finding that is puzzling at first sight is that the orbital
ordering in the SIC calculation does not match the
energetic ordering in which the corresponding ARPES
intensities appear in the experiment, and we cannot deter-
mine unambiguously whether the experimental pattern at
EB ¼ 3:2 eV should be reflected by a separate orbital.
However, these discrepancies have a deeper reason, as
can be seen from a comparison with a GW calculation
for PTCDA [9]:GW predicts the same HOMO-1 pattern as
KS SIC. This confirms that effects beyond the molecular
orbital level must play a role.
At second sight, these discrepancies hardly come as a

surprise given the complex situation that we investigate
here. First, the Ag d-electron bands become increasingly
important with increasing binding energy. Second, with the
energetic differences between the SIC (or GW) orbitals
being as small as found here, one cannot rule out that
substrate influences or structural deformations such as
bending [23] may change the ordering of the orbitals or
may split degeneracies, and interactions between the vari-
ous orbitals may be non-negligible. Yet, it is important to
note that it can already be inferred from the calculation that
the limits of the simple orbital interpretation are reached,
as it results in a set of energetically close but spatially
different orbitals.
In summary, we showed that for complex molecular

systems different theories predict different upper orbitals,
forcing us to face the question which of these orbitals, if
any, can be related to experiments that are interpreted as
measuring orbital densities. ARPES data unambiguously
reveals a close correspondence to the orbitals from self-
interaction-free KS theory, and we gave arguments for why
this is the case. The combination of self-interaction-free
density functional theory and angular-resolved photoemis-
sion reveals itself as a powerful tool for gaining insight into
electronic properties.
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