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By virtue of the ultrashort phase-transition time of phase-change memory materials, e.g., Ge2Sb2Te5,

we successfully reproduce the early stages of crystallization in such a material using ab initio molecular-

dynamics simulations. A stochastic distribution in the crystallization onset time is found, as generally

assumed in classical nucleation theory. The critical crystal nucleus is estimated to comprise 5–10

ðGe;SbÞ4Te4 cubes. Simulated growth rates of crystalline clusters in amorphous Ge2Sb2Te5 are consistent

with extrapolated experimental measurements. The formation of ordered planar structures in the

amorphous phase plays a critical role in lowering the interfacial energy between crystalline clusters

and the amorphous phase, which explains why Ge-Sb-Te materials exhibit ultrafast crystallization.
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The crystallization of amorphous materials has been
extensively explored due to its scientific and technological
importance. The crystallization process can be more read-
ily observed in glasses than in liquids since the former
generally involves longer times, which enables one to
verify classical nucleation theory (CNT) by direct quanti-
tative experimental measurements [1]. The slower crystal-
lization in glasses is mostly due to the lower diffusivity of
atoms and the higher interfacial energy.

On the other hand, phase-change (PC) memory materi-
als, such as Ge2Sb2Te5 (GST), show extraordinarily fast
crystallization (of the order of nanoseconds) under optical
or electrical pulse excitation. This property is a key reason
for their usability in optical data-storage media or non-
volatile electronic memory devices [2,3].

Understanding of crystallization in glasses is lacking
because of incomplete knowledge of the microscopic
structural changes during nucleation and growth.
Notably, the initial structure of new crystal phases, or the
structure of the interface between crystalline clusters and
the parent amorphous phase, is still unknown [1].

X-ray diffraction, or even high-resolution transmission
electron microscopy, is unable to reveal ordered structures
of a few nanometers in size embedded in an amorphous
matrix [4], preventing one from observing the early stages
of the phase-transition process. Although the existence of
subcritical crystal nuclei in the amorphous state of PC
materials has been reported using fluctuation electron mi-
croscopy, this technique could not provide detailed infor-
mation on the atomic structure [5].

Ab initio molecular-dynamics (AIMD) simulations
based on density functional theory are a powerful tool in
understanding the atomic structure of materials [6].
However, the substantial computational times required to
simulate PC processes generally inhibits its use for this
purpose. Thus, most research on PC materials has inves-
tigated structural or electronic properties of the initial

amorphous or final crystalline products of the phase tran-
sition, and inferred possible mechanisms for fast crystal-
lization from a comparison between the amorphous and
crystalline structures [7–9].
Here, we describe AIMD simulations of the amorphous-

to-crystalline phase transition in GST materials, known to
show extraordinarily fast crystallization speeds. The simu-
lations were performed with total simulation times
(� 0:5 ns) close to the experimental time scale. The re-
sults, obtained for larger models than in our previous work
[10], show all the essential details of how atoms in amor-
phous GST organize structurally and chemically on ther-
mal annealing, leading to crystallization. The simulated
atomic dynamics reveal that the mechanism of the fast
phase transition of GST materials is closely associated
with the formation of chemically correct, medium-range
ordered (planar) structures driven by the intrinsic elec-
tronic structure of the atoms and their bonding properties,
which facilitates nucleation and growth.
We have performed AIMD simulations of GST at con-

stant volume (to simulate capped films) using the Vienna
ab initio simulation package (VASP) code [11,12]. Three
180-atom models (1, 2, 3), with a density (6:11 g=cm3)
intermediate between the amorphous and crystalline den-
sities, were independently quenched to 300 K from a liquid
at 1073 K with a quench rate of�15 K=ps to form glasses
[and having initial internal pressures of �1:2 (1, 2) and
�1:6 GPa (3)]. In addition, one of these models (4) was
relaxed to the amorphous-phase density of 5:88 g=cm3

(resulting in an internal pressure of 0.57 GPa at 300 K),
and another (5) was relaxed to a density of 5:66 g=cm3,
corresponding to an initially near-zero pressure (25 MPa)
at 300 K. All these models were then crystallized by
annealing at a temperature (600 K) intermediate between
the glass-transition and melting temperatures. During
the annealing runs, the internal pressures rose slightly to
1.4 (1, 2), 0.9 (4) and 0.4 GPa (5), respectively. The latter
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pressure is comparable to the maximum pressure found
experimentally in capped layers of GST on crystallization
due to the density difference between amorphous and
crystal phases [13]. Moreover, these pressures are well
below that (� 15 GPa) at which amorphization starts
to occur in fcc GST [14]. During annealing, the same
gradual self-organization of atoms occurs in all models,
forming an ordered seed in the amorphous phase,
with subsequent growth into a crystalline phase on anneal-
ing, best characterized in terms of the evolution of
structural units constituting the crystalline phase [see
Figs. 1(a)–1(d)].

The smallest structural element in the metastable rock-
salt phase of crystalline GST [15] is a fourfold ring.
Connected parallel fourfold rings form another (medium-
range) structural unit, a plane. The most symmetric struc-
tural unit is a cube consisting of six connected fourfold
rings. The ideal rocksalt structure comprises cubes sharing
all faces with six other cubes, or, equivalently, perpendic-
ularly cross-linked planes of fourfold rings.

A signature of the onset of crystallization is the point at
which the number of cubes forming a structurally ordered
cluster starts to increase. On this definition, crystallization
started in this simulation at about 70 ps, being completed at
120 ps [Fig. 1(h)]. We denote this time period as III. The
time up to period III is therefore an incubation period for
the crystallization. Period IV represents a completely crys-
tallized state.
During the incubation period I, a certain number of

fourfold rings always exists in the amorphous phase
[Figs. 1(a) and 1(f)]. A small proportion of these also
forms transient discrete planes or cubes, with random
orientations, via repeated formation and annihilation, due
to thermal fluctuations [Figs. 1(g) and 1(h)]. After the
formation of fluctuating structural units or their clusters,
a medium-range ordered planar structure is generated
at the crystallization site in period II [Figs. 1(b), 1(g),
and 1(i)]: a cluster of planes consisting of more than two
parallel fourfold rings develops near the center of a crys-
tallization site at the expense of either discrete or con-
nected (but nonparallel) fourfold rings [Fig. 1(b)] [12]. As
annealing proceeds, a cluster of cubes forms within this
planar structure, then grows rather than decays [Figs. 1(c)
and 1(h)]. At the beginning of period III (before an almost
linear growth of the cluster), there is a period in which a
clustered group of cubes maintains its configuration for
about 10 ps [Fig. 1(h)] [12]. Such a cluster of cubes grows
as atoms adhere to its interface, forming first a shell of
planes (i.e., fourfold rings connected with the same bond-
orientational order), and then cubes [Figs. 1(c) and 1(i)].
Figure 1(d) shows the final configuration, which consists of
a crystalline phase (rocksalt structure without any internal
vacancies) and the crystal-glass interface. The same be-
havior was observed for all models, irrespective of density
or internal pressures. Te atoms in the crystalline phase
form a perfect fcc sublattice of the rocksalt structure, while
Ge or Sb atoms occupy sites in the other sublattice (being
slightly Ge rich). At the crystal-glass interface, the struc-
ture is more disordered, and a high concentration of ho-
mobonds, especially Te-Te and Sb-Sb, exists, along with a
significant number of vacancies.
Most cubes form and grow from the center of the crys-

tallization site; Fig. 1(h) shows the growth of such entities.
The shape of the ordered cubic structures is not spherical,
but rather ellipsoidal [16], so we calculated their effective
radii from the total volume of cubes forming that structure.
The time evolution of the crystal-cluster radius computed
in this way for models 1–3 is shown in Fig. 2. These
amorphous models showed a stochastic distribution in the
onset times of crystallization (end of region II) (i.e., 70,
190, and 270 ps), as observed in experiments and assumed
in CNT [1,5]. In period III, there is an almost linear growth
of the cluster radius with time.
The experimental growth rate of GST at 600 K was

estimated, based on data reported by Kalb et. al. [17];

FIG. 1 (color online). Atomic configurations (model 1) during
the crystallization process in amorphous Ge2Sb2Te5 and the
evolution of structural units on annealing at 600 K. (a)–
(d) Snapshots of model configurations at different stages of
crystallization, periods I–IV (see text). The arrows in (f) indicate
the times at which these snapshots were taken. (a) Formation of
structural units during the incubation period I. A significant
number of fourfold rings (silver) exist, but only a few planes
(green) or cubes (red) are formed occasionally. (b) Development
of ordered layer structures at the crystallization site. (c) A cube
cluster and planes extending from the cluster interface.
(d) Completely crystallized phase with a crystal-glass interface.
(e) Mean-squared displacement (MSD) for each type of atom.
(f)–(i) Evolution of structural units: (f) fourfold rings;
(g) number of fourfold rings forming planes; (h) number of
cubes; (i) number of atoms forming planes or cubes.
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they found that the crystal-growth velocities, u ðpm=sÞ,
satisfied the Arrhenius relation and they obtained an
activation energy of 2:35� 0:05 eV for crystal growth in
GST. The logarithm of u extrapolated to 600 K from their
empirical Arrhenius relation has values in the range 24–29.
This corresponds well to our simulated crystal-growth
results for ln u of 29.34, 29.36, 29.17, 29.28 and 28:73�
0:01 for models 1–5, respectively (see Fig. 2). To the best
of our knowledge, this is the first time that AIMD simula-
tions have reproduced quantitatively an experimental (ex-
trapolated) crystal-growth rate.

It is interesting to consider the correspondence between
our simulation results and CNT. In CNT, once a cluster
greater than critical size is generated by fluctuations, it can
grow. Of the nucleation process preceding growth, very
little is observable directly; no experiment has directly
measured the size of the critical nucleus, except in colloi-
dal crystallization [16]. According to our simulations [12],
once the size of clusters becomes larger than a certain
volume (corresponding to approximately 5–10 connected
cubes), they successfully start to grow, rather than decay, in
the period III, following the incubation period. Thus, our
simulations indicate that a cluster of this size behaves as
the critical-nucleus size for GST at 600 K. If this cluster,
solely of connected cubes, corresponds to the actual
critical-nucleus size, the interfacial energy between the
metastable rocksalt phase of GST and the amorphous
phase, calculated from CNT, is�5 mJ=m2, that is approxi-
mately an order of magnitude smaller than that between the
hexagonal and liquid phases of GST [40� 3 mJ=m2]
[12,18]. However, if the region of quasiordered planes
around such clusters is also included in the estimation of
the critical-nucleus size, the size is correspondingly larger,
and hence the interfacial energy is also larger. Moreover,

the nonlinear ensemble-averaged growth rate (i.e., depen-
dent on the cluster size), predicted by CNT [19], is not
clearly revealed in our simulations. The absence of a
nonlinear-growth stage in our simulations may be related
to the system size. However, it is known that CNT is
inaccurate for very small crystal nuclei [19], as found in
these simulations; this may also be the cause of this
discrepancy. Further studies are needed to clarify this
issue.
Another important characteristic of the phase transfor-

mation in GST found in this study is chemical ordering: Ge
and Sb atoms prefer to be coordinated by Te atoms, and
vice versa. The general trend of chemical ordering is
shown in Fig. 3(a). The proportion of wrong bonds, i.e.,
Te-Te, Ge-Ge, Sb-Sb, and Ge-Sb [Fig. 3(a)], calculated
with a cutoff distance of 3.2 Å, started to decrease during
crystallization (periods II and III) and then stabilized after
crystallization was complete (period IV) [10]. The wrong
bonds remaining in region IVare mostly homobonds at the
crystal-glass interface; almost perfect chemical ordering is
observed in the crystalline phase [Fig. 3(b)]. In addition, as
shown in Fig. 3(a), it is clear that, in general, a higher
degree of chemical ordering is manifested in fourfold rings
throughout the annealing process. The percentage of wrong
neighbors in cubes, as well as in planes, is even lower than
in isolated fourfold rings [12]. Therefore, the gradual trans-
formation to fourfold rings, and then to planes or cubes,
during crystallization gradually reduces the proportion of
wrong bonds. Thus, structural ordering is always accom-
panied by chemical ordering.
The most significant features found during the crystal-

lization process in all simulations are (i) the formation
of a cluster of cubes of atoms in the region of an ordered
planar structure, and (ii) the growth of that cluster, pre-
ceded by growth of a layer of planes at the interface

FIG. 2 (color online). Time evolution of the effective radius
(Reff) of the cube cluster for models 1–3. Dashed red lines are
linear fits for the growth velocity. The vertical dotted lines
indicate the periods I–IV, as in Fig. 1.

FIG. 3 (color online). Chemical ordering during crystallization
(model 1). (a) Proportion of wrong bonds on average and in
fourfold rings. The large fluctuations in period I indicate that the
discrete fourfold rings are relatively unstable compared to the
fourfold rings comprising planes or cubes. (b) Model configu-
ration showing a cube cluster with perfect chemical ordering. Ge
(blue) and Sb (red) atoms are coordinated by Te (yellow) atoms
in the cluster. Atoms in planes (green) lie at the interface
between the cluster and the amorphous phase (purple).
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[see Fig. 1(i)]. Such behavior was not observed for tran-
sient structural units in the incubation period I. It can be
speculated that the interfacial energy between the crystal
cluster and the surrounding amorphous phase is signifi-
cantly reduced due to the presence of the shell of planes
(having the same bond orientation as that of the cluster of
cubes) at the interface, thereby facilitating crystallization.
The interfacial energy between the metastable rocksalt and
amorphous phases of GST is also expected to be anom-
alously small because of the very similar (defective) octa-
hedral atomic coordination in both solid phases of this
material, consistent with the low interfacial energy de-
scribed previously. It should be emphasized that, in GST,
this is possible because the average bond angles are all
�90�, which facilitates the formation of the intermediate
structure (i.e., planes of fourfold rings). Similar preferen-
tial crystallization in regions of high structural order has
been observed in Brownian dynamic simulations of colloi-
dal liquids [20]. Furthermore, a similarly small interfacial
energy has been observed in a Zr-based metallic glass
where the quasicrystal and glass have similar icosahedral
ordering [21].

An important consequence is that the highest crystalli-
zation speed to the rocksalt structure can be anticipated
when all atoms have bonding configurations with a 90�
bond angle, as in pure p bonding. Indeed, most PC mate-
rials have a distorted rocksalt (cubic) structure as a meta-
stable crystalline phase with such a bonding character [22],
which, in turn, suggests that lowering the interfacial energy
by forming a planar structure prior to the formation of a
more symmetric cubic structure might be a general char-
acteristic of fast PC materials. On the other hand, other
atomic and electronic configurations, such as tetrahedral
coordination involving sp3 hybridization, can present an
energy barrier for the amorphous-crystal phase transition,
so the presence of these configurations may be beneficial
for the room-temperature stability of the amorphous phase.
Sb and Te atoms have valence-electron configurations of
5s25p3 and 5s25p4, respectively, allowing pure p bonding.
However, Ge atoms have a 4s24p2 configuration and often
undergo sp3 hybridization in the amorphous state [23],
resulting in tetrahedral bonding and 109� bond angles, as
found in our simulations. Recently, it was reported that
Ge atoms may also adopt a pure p-bonding-like, threefold
coordinated configuration, without a large penalty in en-
ergy, by accepting lone-pair electrons donated by Te atoms
[24]. Such configurations are also reproduced in our simu-
lations [12]. It was also found that almost all Ge atoms had
90� bond angles during annealing of the amorphous phase
[12]. Therefore, we argue that fast phase transitions are
possible in GST materials because thermal energy enables
Ge atoms to overcome the energy barrier between sp3 and
pure p-bonding-like configurations, transforming most Ge
atoms to the latter configuration. The existence of multiple-
valence-electron configurations for Ge atoms without a

large penalty in energy may be why, paradoxically, GST
materials are stable in the amorphous state at room tem-
perature but also exhibit ultrarapid crystallization on ther-
mal annealing.
In conclusion, we have simulated the formation and

growth of crystalline clusters in amorphous GST on ther-
mal annealing using AIMD. The simulations confirmed the
stochastic character of the onset of crystallization, as as-
sumed in CNT, and the growth rate of crystalline clusters
matches the experimentally extrapolated crystal-growth
rate. Moreover, our simulations revealed that crystalliza-
tion is facilitated by the similar local defective octahedral
coordination in crystalline and parent amorphous phases.
This similarity is due to the p-type bonding character
commonly found in atoms constituting GST materials.
The formation of (chemically correct) medium-range or-
dered planar structures is promoted by this bonding con-
figuration, which may lower the interfacial energy and lead
to the ultrafast crystallization speed.
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