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We report on a measurement of craters in thin dielectric films formed by Xe?" (26 = Q = 44)
projectiles. Tunnel junction devices with ion-irradiated barriers were used to amplify the effect of charge-
dependent cratering through the exponential dependence of tunneling conductance on barrier thickness.
Electrical conductance of a crater o.(Q) increased by 4 orders of magnitude (7.9 X 10™* uS to 6.1 uS)
as Q increased, corresponding to crater depths ranging from 2 to 11 A. By employing a heated spike
model, we determine that the energy required to produce the craters spans from 8 to 25 keV over the
investigated charge states. Considering energy from preequilibrium nuclear and electronic stopping as
well as neutralization, we find that at least (27 = 2)% of available projectile neutralization energy is

deposited into the thin film during impact.
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Craters formed by energetic projectile impacts record
both the energy deposited in a medium and the mecha-
nisms by which that energy is transferred. On the macro-
scopic scale, planetary scientists use meteor impact sites to
reconstruct the mass and velocity of the impinging mete-
orite [1]. Similarly, on the atomic scale, the surface mod-
ifications formed by ion-surface impacts form a record of
both the elastic and inelastic pathways for energy loss and
possess distinct shapes that vary as a function of ion
velocity, ion charge state, and the target material properties
[2-5]. Sputter damage from singly charged ions, for ex-
ample, is governed by kinetic energy loss to target nuclei
and electrons along the ion’s path [6] (and references
therein). Accurately predicting this loss channel, which
can be achieved over a wide incident energy range through
semiempirical models [7], is a key input for many
ion-based processing techniques, such as ion milling,
ion track formation or etching, lithography, and implanta-
tion [6,8,9].

An increase in the initial charge state of an incident ion
can open up new pathways for inelastic energy transfer and
lead to the formation of irreversible surface modifications
even at low kinetic energies [10]. For highly charged ions
(HCls), the electronic potential energy or neutralization
energy which is the sum of the binding energies of the
electrons removed during ionization, drives the inelastic
energy transfer. However, the role of neutralization energy
in surface modification is poorly understood when com-
pared to defect formation through kinetic energy loss. The
ability to harness this pathway in materials processing
[11,12] and mitigate its role in important erosion processes
[13] such as in fusion reactors requires charge state depen-
dent measurements of energy deposition into a material.
Increasing the projectile charge state also enhances the
kinetic energy loss to the target material during electronic
equilibration [14,15].

0031-9007/11/107(6)/063202(5)

063202-1

PACS numbers: 34.35.4+a, 79.20.Rf, 85.30.Mn

In this Letter, we describe measurements of charge state
dependent cratering induced by HCI impacts on thin di-
electric films. Our results quantify the charge-dependent
energy deposition in a solid that leads to the formation of
irreversible defects. The scaling of crater depths with Q is
measured and compared with a heated spike model to
determine the crater formation energy. We partition this
energy into kinetic and neutralization contributions and
obtain the fraction of the neutralization energy that is
deposited into an Al,O; film. Unlike recent work that
uses microscopy to determine individual feature sizes
[2-5], we utilize electrical measurements of tunnel junc-
tions with HCI-irradiated barriers. The exponential sensi-
tivity of the tunneling conductance to the dielectric
thickness within such a junction amplifies the effect of
charge-dependent cratering and allows for the extraction
of the crater depth. By focusing on modifications to an
ultrathin dielectric surface film, we optimize sensitivity to
neutralization energy. In addition, we are able to sample
crater depths from an ensemble of input sites simulta-
neously within a single electrical measurement when the
film is embedded in a tunnel junction. Although raised
hillocks are frequently observed by scanning probe
measurements due to the impact of individual HCIs [10],
the increase in tunneling conductance we observe requires
a reduction in the thickness of the aluminum oxide barrier.
Tunneling current flows preferentially through the thinnest
parts of the barrier and the presence or absence of
hillocks cannot be measured. HCI irradiation of an
exposed tunnel barrier always increases the electrical con-
ductance of a device and this effect can only be explained
by decreased barrier thickness from cratering at each
impact site.

The neutralization scenario for HCIs at a surface has
been discussed in detail previously [16] and is shown
schematically in Fig. 1(a). As the ion approaches a critical
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FIG. 1 (color online). (a) Schematic representation of neutral-
ization and heated spike formation scenario for relaxation of a
HCI above a metal surface covered with a thin dielectric film
[16,37]. The heated spike leading to crater formation occurs
during subsurface neutralization. (b) Electrical conductance of a
tunnel junction increases linearly with the number of ion im-
pacts. The slope of each line (o) increases with increasing Q.
o.(Q) for Q = 34,40, 44 are (8 = 3) nS, (3.5 = 0.6) uS, (6.1 =
0.3) uS, respectively. Error bars represent experimental uncer-
tainty which, for some data points, is less than the symbol size.

distance of a few nanometers from the surface, electrons
from the metal are captured into highly excited states of the
projectile forming a neutral “hollow atom” [17]. Only a
small fraction (< 10%) [18,19] of the neutralization en-
ergy can be dissipated above the surface through Auger
electron and x-ray emissions, even for the case of slow
HCIs (v < vpgy,). Upon entering the solid the evolving
HCT is reionized through the ‘“peeling off” of excited
electrons [16,20], and the ion remains far from charge state
equilibrium. In our experiment, the slowest projectiles
have nominal perpendicular velocities v = 576 kms™!
(neglecting image acceleration) and pass through the
14 A surface film within 2.5 fs. In comparison, full
electronic relaxation requires 7 to 68 fs [21,22].
Therefore, the craters formed in the film are the result of
subsurface preequilibrium energy deposition within a short
(< 2.5 fs) time window.

The tunnel junction devices were prepared and irradi-
ated at the National Institute of Standards and Technology,
electron beam ion trap facility in situ with base vacuum
pressure <3 X 10~ Pa. Each tunnel junction device was
grown on a Si oxide substrate with the layer structure (in
nm): bottom contact and antiferromagnet pinned layer
[2 Co + Ox/21 Co], tunnel barrier [1.1 Al + Ox], mag-
netic free layer and top contact [10 Co/40 Cu/3 Au]. All
layers were deposited by electron beam evaporation where
+Ox indicates exposure to oxygen plasma after growth.
Shadow masks were used to define the sizes and positions
of the thin film electrodes so that each Si oxide chip had 4
devices arranged in crossed wire geometry. After plasma
oxidation the Al expands to thickness s, = (14 = 1) A
[23,24]. HCI irradiation occurred >12 hours after oxida-
tion of the Al layer (following glassy relaxation of the
oxide). As a control, one device per chip was left unirra-
diated. Beams of a single charge Xe?* were extracted for
26 = Q = 44 with kinetic energy E = 8.1 keV X Q onto
the Al,O; barriers near normal incidence. Subsequently,
the magnetic free layer and top contact were deposited
onto the irradiated surface. When devices were completed,
the area (= 10* uwm?) of each was measured with optical
microscopy. Four-point probe differential resistance mea-
surements were obtained at low bias and corrected for the
negative resistance artifacts [25]. The inverse of the
corrected resistance measurement is then device conduc-
tance G.

In Fig. 1(b) we show the conductance of many devices as
a function of ion dose for representative charge states
Q = 34, 40, 44. Each point is the conductance of one
tunnel junction modified by N discrete ion impact sites.
G increases linearly as a function of ion dose and each ion
creates an individual feature in the barrier during irradia-
tion. G(N) for a particular charge state was fit to the line
G(N) = o.N + G, where G, is the conductance of the
device with a pristine barrier as determined from the uni-
rradiated control device and o is the average conductance
increase per ion impact. o is positive for all charge states.

The left axis in Fig. 2 displays o values for all charge
states. The increase in conductance is due to a reduction of
the barrier thickness through charge-dependent cratering.
In some cases, the experimental uncertainty expressed by
the error bars is smaller than the symbol size. We describe
the decreased barrier thickness s(Q) = s, — d as a func-
tion of ion charge state Q, where s is the barrier thickness at
the bottom of a crater after a Xe?™" impact, s, is the initial
barrier thickness and d is the depth of a crater [Fig. 1(a)].
The craters subsequently become filled with the Co of the
top electrode during completion of the device. The tunnel
conductance of each crater depends exponentially on
the barrier thickness as o.(s) =~ Gy exp[—A+/ds], where
Gy = 2¢*/h = 77.5 uS, h is the Planck constant and
A=~1.025A""ev=1/2 and e is an elementary charge.
G, represents the magnitude of conductance for electrons
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FIG. 2 (color online). o .(Q) increases by 4 orders of magni-
tude for charge states between Q = 26 and Q = 44 where Q is
in units of elementary charge. Electrical conductance of each ion
impact site increases due to a decrease in barrier thickness after
charge-dependent crater formation. Right axis displays the bar-
rier thickness s corresponding to each conductance value from
Eq. (1). The inset shows Xe neutralization energy (E,) and
neutralization energy dissipated within the 14 A film (Egm)
assuming exponential charge equilibration.

through a single narrow channel while exp[ —A+/¢s] is the
transmission probability. From this expression, s can be
written in terms of the measured tunnel conductance,

s(o0) = — ﬁa In[c, /Gyl (1)

Conductance does not depend explicitly on the crater
radius because tunneling through regions surrounding the
bottommost point of the crater is exponentially suppressed.
In the limit that s approaches the thickness of a single atom
(d — sp), conductance through the crater saturates at Gy
and the site behaves as a quantum point contact. Electron
tunneling spectroscopy and resistance-temperature mea-
surements confirm that devices remain tunneling after
irradiation of the barriers [12]. Extensive dI/dV measure-
ments of irradiated devices indicate that impacts do not
cause a significant decrease in barrier height ¢ [26,27].
Furthermore, the four decade span of o.(Q) with no satu-
ration in conductance demonstrates that charge state de-
pendent cratering decreases the barrier thickness and
drives a tunneling conductance increase. All values of o
shown in Fig. 2 are below the typical conductance thresh-
olds for the onset of metallic transport through a narrow
channel [28].

Using Eq. (1), the barrier thickness that corresponds to
each measured o, value is extracted. These values are
included as a linear scale along the right vertical axis of
Fig. 2, with s decreasing from 12 to 3 A as Q is increased
from 26 to 44. This decrease in barrier thickness represents
(Q-dependent crater formation and we obtain the crater

depth d as the difference between s, and s at each at
each ion impact site. The range of crater depths obtained
is 2 to 11 A. Included as the inset of Fig. 2 is the total
neutralization energy E, for each charge state (filled sym-
bols), as well as the neutralization energy expected to be
lost in the thickness of the film E{™ (open symbols),
assuming an exponential decay of the charge state (dis-
cussed below).

The energy required to form a given crater of depth d in
the thin film is determined using a heated spike model from
Sigmund [29-31]. The ion collision forms a nonequilib-
rium temperature profile that cools simultaneously through
heat conduction to the solid and evaporative heat loss. In
particular, it is the temperature dependent evaporation of
near-surface atoms from the semi-infinite cylindrical spike
around a projectile’s trajectory which gives rise to crater
formation. After cooling, the final depth of a given crater
can be expressed as

BEdep (kTO) 1/2

d(Edep) = Us,

exp[~U/(kTy)l (2

where k is the Boltzmann constant, Ey, is the total energy
deposited in the length sq, 8 = k(4273 /2M2A)~1 (A is
the thermal conductivity of the target and M is the mass of
a target atom), T, is the initial temperature of the spike and
U is the surface binding energy per evaporated atom. The
heated spike has initial thermal energy kT, = (2/3)Eg,
[30]. In applying this model to high Q projectiles, both
subsurface neutralization energy deposition and preequili-
brium nuclear and electronic stopping contribute to spike
formation.

Within the heated spike model, we consider heat dis-
sipation through conduction to occur primarily through the
Co layer, given its high thermal conductivity compared to
the Al,O5 thin film. Therefore the thermal conductivity
was taken to be the nominal value for Co of A =
100 WK~ m™! [32]. The target mass M was a weighted
average between the masses of the Al and O species in
stoichiometric Al,0O3, and the surface binding energy was
set at the experimentally determined aluminum displace-
ment threshold of 20 eV [33]. Equations (1) and (2) are
connected by the unperturbed barrier thickness s, as,
s(o.) + d(Egp) = so. For each charge state, E4,, was
obtained using the measured o, value as shown in Fig. 3.
For the spike parameters described above, we find that Eg,,
increases from approximately 8 to 25 keV as the projectile
charge state increases from Q = 26 to Q = 44.

In order to partition Eg.p, we use the functional depen-
dence of stopping on Q and E for low energy ions
from Refs. [14,15]. In the low kinetic energy regime
(E = 300 keV), nuclear stopping is the most significant
kinetic energy loss term for singly charged ions, and its
magnitude is further increased when Q >> 1. This increase
arises from the enhancement of long range Coulomb
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FIG. 3 (color online). Each point represents the energy re-
quired to form a crater, determined from a heated spike model.
Egp, includes both kinetic (E, + E,) and neutralization (Egm)
energy deposited within the thickness of the film. Error bars were
determined by propagation of uncertainty in the data and model
parameters. Total stopping from a previous experiment (A) [34]
and SRIM (O) [7] at E = 200 keV Q = 1 are shown. Fitting the
data with Eg4e, = E, + E, + fEfQ“"‘ gives the minimum fraction
of neutralization energy f = 0.27 = (0.02 required for crater
formation.

interactions which transfer small amounts of energy to
large numbers of target atoms. Electronic stopping also
increases with Q, but its value makes up only 7% of the
total kinetic energy loss for the £ and Q described here.
Given the Q = 1 stopping powers from stopping range
data [34] and the SRIM code [7] as well as the predicted
functional dependence of electronic and nuclear stopping
on Q and E at higher charge states [14], we find that the
total (nuclear and electronic) kinetic energy loss per length
(dE,/dz + dE,/dz) increases from 0.5 to 0.8 keV A~ ! as
the charge increases from Q = 26 to Q = 44. This equates
to deposition of 7 to 12 keV Kkinetic energy into the
thickness of the film (E, + E,). Both E, and E, as well
as their combined contributions to the energy deposition
are plotted in Fig. 3.

As shown in Fig. 3, E4,(Q) increases much more rap-
idly than the total kinetic energy loss (E, + E,) as Q
increases. Clearly, neutralization energy must be consid-
ered in order to account for the Ey., values. First, we
estimate the amount of neutralization energy lost by the
ion as it traverses the thickness of the film. Invoking an
exponential charge state decay model [35,36], we calculate
the charge state for a given ion that has traveled s, using
the measured time constant from Ref. [22]. We then sub-
tract the corresponding neutralization energies for this
charge state and the initial charge state from one another
to estimate the neutralization energy (Ep™) lost while
the ion is within the film. EfQ“m represents the available

neutralization energy that can contribute to heating the
spike within the thickness s, and comprises more than
90% of E as is displayed in the Fig. 2 inset. A fit to the
data with the solid line Eqe, = E, + E, + fE}™ in Fig. 3
gives the fraction of available neutralization energy that
contributes to formation of a crater to be f = 0.27 = 0.02.
Uncertainty in f does not include a quantitative assessment
of the error from the model in Ref. [14]. The fE{™ values
are considered lower bounds on the total neutralization
energy required to form the craters we observe in the
Al,O3. In extracting f from the fit we assume that E,
and E, are completely converted to heat in the collision
spike. However for insulating materials, conversion of the
electronic excitation to heat is not perfectly efficient [29],
and its value will be smaller than the electronic stopping
power integrated over the film thickness.

Schenkel and coworkers have reported that as much as
40% of the neutralization energy from Xe32" projectiles is
delivered into a Si detector target [19], where the remain-
der is emitted to the vacuum through Auger electrons and
photons. We expect our measured fraction to be smaller
than the result of Ref. [19], because craters only record the
energy deposition that results in irreversible change of the
material. Heated regions of the spike below the energy
threshold for evaporation will quench and remain solid.
The energy required for this subthreshold heating is trans-
ferred to the solid, but not represented in the measurement
of a crater depth. Therefore, regarding the total energy
deposited to the material, f quantifies the role that neutral-
ization energy plays in the creation of irreversible defects.

In conclusion, we report the ion induced crater depths in
ultrathin dielectric films as a function of projectile charge
state. From the depth scaling of the craters with charge
state, we determine the energy deposited into the thin film
in HCI-surface impact increases from 8 to 25 keV as Q
increases from 26 to 44. Accounting for both preequili-
brium kinetic energy loss and neutralization energy, we
measure that at least (27 = 2)% of the available neutrali-
zation energy contributes to crater formation. This result
represents a lower bound for the fraction of HCI neutral-
ization energy required to form a permanent material
defect.
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