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High-irradiance short-pulse lasers incident on solid density thin foils provide high-energy, picosecond-

duration, and monochromatic K� x-ray sources, but with limited conversion efficiency � of laser energy

into K� x-ray energy. A novel two-stage target concept is proposed that utilizes ultrahigh-contrast laser

interactions with primary ultrathin foils in order to efficiently generate and transport in large quantities

only the most effective K�-producing high-energy electrons into secondary x-ray converter foils.

Benchmarked simulations with no free numerical parameters indicate an � enhancement greater than

tenfold over conventional single targets may be possible.
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High-irradiance lasers produce hot electrons in solid
density thin foil targets, which generate picosecond-
duration K� x-ray emission via electron-impact ionization
of the innermost shell and subsequent fluorescence [1,2].
High-energy and high-quality x-ray radiography is an es-
sential diagnostic for high-energy-density physics (HEDP)
and inertial confinement fusion experiments [3,4]. Objects
with higher areal density require higher photon energies
to be imaged, where the atomic number Z of the x-ray
converter foil determines the K� energy (e.g., 8–98 keV
energies from Cu-U). Short-pulse laser-driven K� sources
provide nearly blur-free and monochromatic radiographic
capabilities used by HEDP facilities.

The conversion efficiency � of laser energy intoK� x-ray
energy is a critical parameter for achieving high-brightness
sources and the best imaging performance. The conven-
tional direct-foil irradiation method using�m-sized targets
ensures a small x-ray source size compatible with point-
projection imaging, and peak � is approximately indepen-
dent of laser energy, irradiance (above 1018 W cm�2), and
target dimensions [2,5]. However, the measured efficien-
cies are � ¼ 10�4 into 4� for 25 keV K� x-ray yields from
Sn (Z ¼ 50), and decrease with increasing Z [2].

Three optimized components are envisioned for the
imaging system to reach its full diagnostic potential.
First, devise a novel K� x-ray source with large �.
Second, develop an optic with high collection efficiency
and spatial resolution. Third, design an image plane detec-
tor with high sensitivity and dynamic range. Such a source
and imaging solution may involve a large source size
compatible with curved-crystal imaging, as well as allow
shielding of unwanted source and object radiation. This
Letter discusses the physics of the source concept.

A novel two-stage target concept is proposed that uti-
lizes high-irradiance, ultrahigh-contrast, short-pulse laser
interactions with primary ultrathin foils in order to effi-
ciently generate relativistic electrons in large quantities.
The electron cloud, ion beam, and remaining laser energy
then impact a longer (� 0:5–5 mm) secondary x-ray

converter foil. Traveling at ve � c, the hot electrons outrun
the ion beam and produce K� flux deep within the second-
ary target. Allowing ions to range out may contribute K�

yield through electron heating and ion impact ionization.
The long converter foil needs to be optically thin in the
side-on object and imager direction in order to minimize
K� photon reabsorption.
Fully explicit, kinetic, electromagnetic, and relativistic

particle-in-cell simulations using the LSP code [6] are
employed to model laser-target interactions self-
consistently at solid density by launching laser fields
from the boundary, not by prescribing an ad hoc injection
of an assumed electron energy distribution function
(EEDF). Importantly, there are no free numerical parame-
ters. A particle-pushing routine not susceptible to the
numerical Debye length instability is used. Charged parti-
cle collisions are treated. Inclusion of multiple ion charge
states is found to be unnecessary because K� yield is only
weakly dependent on ionization state [7]. K� x-ray pro-
duction is computed inline from the Monte Carlo ITS code
and electron-impact ionization cross sections [8]; indirect
bremsstrahlung photoelectric, knock-on, and Compton
electron ionization contributions to yield are neglected as
minorities (< 25%) in geometries of interest. This ap-
proach is in contrast to models using implicit, hybrid
fluid-kinetic, or ad hoc EEDF injection methods, all of
which inherently allow free parameters [2,5,9]. The
simulation methodology has been benchmarked to
direct-foil irradiation experiments using a variety of laser
and target parameters. Measured � varies between � ¼
0:7–2:5� 10�4 among Sn targets, but error bars include
10�4 or lower. Simulated total K� yields are within error
bars and provide confidence in predictive capability.
The current understanding of direct-foil irradiation

suggests � cannot be substantially improved. Laser inter-
actions with �m-sized solids produce two-temperature
EEDFs with positively correlated Tcold and Thot values.
Maximum K� yield (and �) has previously been explained
to occur by producing an optimal Thot of a few times
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(3–6� ) the K� energy within a given target size using an
optimal laser irradiance [10]. An optimum Thot balances
two competing effects: if Thot is ‘‘too cold,’’ there are too
few available electrons that can ionize the K shell to
produce K�, and, if Tcold is ‘‘too hot,’’ too much energy
has been lost to bulk Tcold particles below the ionization
energy (29 keV in Sn). Also, increasing Tcold blueshifts and
broadens the K� lines, and peak emissivity falls [4,5].
Reduction of � at too-high energy densities during direct-
foil irradiation occurs due to energy overinvestment into
cold dense bulk particles.

An approximate ideal upper bound for K� x-ray effi-
ciency, �idealðEeÞ, from an electron of a given energy Ee

within a given element can be grossly estimated. The
dimensionless quantity �ðEeÞ is defined as the ratio of
electron range ReðEeÞ to mean free path for K� production
and is roughly proportional to the number of K� x-ray
photons generated per particle from impact ionization.
The �idealðEeÞ is approximately

�idealðEeÞ � �ðEeÞEK�
E�1
e ; (1)

where EK�
is the K� photon energy and Ee > EK�

. The

quantities � and �ideal are plotted in Fig. 1 for e�, Hþ, and
Cþ6, assuming �Sn ¼ 7:3 g cm�3 and nSn ¼ 3:66�
1022 cm�3; comparison to monoenergetic e� beam ITS

results is provided. A broad peak in �idealðEeÞ for Sn exists
between 2–20 MeV, not a few times the K� energy but
about 80–800� . The peak energy from this single-particle
perspective is similarly high in other high-Z elements.

A number of simplifying approximations are implicit in
the formula and ITS, which use cold, neutral matter cross
sections and assume monoenergetic and independent
particles. They do not account for uncertainties in dE=dx
stopping, conduction, ionization, or straggling, or employ
a self-consistent nonlocal charged particle transport model
in realistic geometry. Neglected effects further include
hydrodynamic expansion, photon reabsorption, indirect
K� ionization from bremsstrahlung, and electron refluxing.
The gray bands in Fig. 1 illustrate the range a cumulative
uncertainty factor of 2 would introduce; just the measured

cold cross sections show such variation, so the uncertainty
is expected to be greater. Therefore, although the upper
limit on �ideal is not certain, it may be significantly greater
than tenfold above the measured 10�4 in the high-
irradiance limit as long as relativistic MeVelectrons could
be very efficiently generated by the laser.
The trend of �idealðEeÞ is recovered in idealized particle

simulations when one considers the injection of monoen-
ergetic electron beams containing fixed total energy and
constant power into a long Sn foil. K� x-ray powers and
total energies increase �t1 and �t2, respectively, during
the injection time and thereafter approximately stay con-
stant and increase �t1, respectively. The constant x-ray
power can be extrapolated to the end of the range and late-
time energy dependence can be neglected because, for
example, an electron with Ee ¼ 10 MeV only slows to
1 MeV after traveling about 90% of its range, and �ðEeÞ
falls by a similar amount, indicating most of its K� pro-
portion has been produced. For Ee from 0.5–100 MeV,
Table I provides the �e�e (Lorentz factor times ve=c),
density ratio ne=nSn per 100 TW and 10�4 cm2 of hot
electrons, Re in �Sn ¼ 7:3 g cm�3, and time �tR to range
out; the final two columns show the �ideal increase relative
to the thought-to-be optimum 0.1 MeV value (4� the K�

energy) suggested by previous work and the relative �
increase calculated from electron beam ITS simulations.
Increased K� production efficiency may be realized if

larger quantities of relativistic electrons are generated than
in typical �m-sized direct-foil irradiation, wherein MeV-
level states in the EEDF are poorly occupied (typically,
about a few 10�4 or less). The � enhancement is propor-
tional to the energy-weighted �ideal relative increase multi-
plied by the relative increase in energy density content.
High-irradiance lasers produce intense ion beams from

thin foils with comoving hot electron clouds providing
neutralization [11]. In the ultrahigh-contrast (� 10�12)
and ultrathin-foil (� 10–100 nm) regime, enhanced ion
acceleration occurs with an almost entirely relativistic
electron cloud [12]. High absorption levels (> 50%) are
attributed to relativistic transparency [13], since the laser
wavelength 	L is longer than the target�z, which becomes
comparable to the skin depth 
p and electron Debye length

	De; rapid volumetric MeV-level electron heating ensues,

FIG. 1. The quantities � (left) and �ideal (right) versus projec-
tile energy for e� (solid line), Hþ (dashed line), and Cþ6 (dotted
line) in Sn, with e� ITS results (squares), assuming �Sn ¼
7:3 g cm�3. The gray bands illustrate the range a cumulative
uncertainty factor of only 2 would introduce.

TABLE I. Electron parameters for K� production in Sn.

Ee

(MeV) �e�e

ne=nSn
(=½1014 W10�4 cm2�)

Re

(mm)

�tR
(ps)

�ideal
�0:1

�ITS

�0:1

0.5 1.71 1:318� 10�2 0.41 1.57 1.8 2.3

1 2.78 6:044� 10�3 0.97 3.44 2.2 2.7

2 4.81 2:905� 10�3 2.07 7.06 2.4 2.9

5 10.7 1:143� 10�3 4.88 16.4 2.6 3.1

10 20.5 5:695� 10�4 8.50 28.4 2.6 2.9

20 40.1 2:845� 10�4 13.6 45.5 2.3 2.5

50 98.8 1:138� 10�4 22.5 74.9 1.8 1.8

100 197 5:688� 10�5 30.1 101 1.3 1.2
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and �e, 
p, 	De, and the critical density (ncrit � �eme) all

increase. The laser penetrates the relativistically under-
dense target and further heats essentially all electrons to
MeV levels as the ions accelerate.

Simulation of the integrated two-stage concept using LSP

assumes ultrahigh contrast. The 	L ¼ 1 �m laser energy
is 120 J, with 50% energy within the Gaussian spatial and
temporal FWHMs of 7 �m and 400 fs, for an averaged
power and irradiance of 300 TW and IL � 5:4�
1020 W cm�2. The linearly polarized laser strikes the ultra-
thin 30 �m� 90 nm C target at 0� incidence. The C foil
has �C ¼ 2:47 g cm�3 and fixed Z ¼ þ6, giving electron
and ion densities ne ¼ 6ni ¼ 7:38� 1023 cm�3. The 80�
30 �m Sn converter foil has �Sn ¼ 7:3 g cm�3 and fixed
Z ¼ þ1, giving equal electron and ion densities ne ¼ ni ¼
nSn ¼ 3:66� 1022 cm�3. The 2D Cartesian spatial extent
of the grid is x ¼ f�42; 42g �m and z ¼ f0; 70g �m with
�zmin

grid ¼ 5 nm near the ultrathin foil, but the nonuniform

grid is larger elsewhere; the boundaries are open to both
fields and particles. The ultrathin and converter foil targets
are centered at fx; zg ¼ f0; 10g �m and fx;zg¼ f0;45g�m,

respectively. The time step �t ¼ 0:01 fs is less than !�1
p;e,

!�1
c;e , and �zmin

grid=c. Simulation results are presented in

Fig. 2.
By t ¼ 0:46 ps, the laser penetrates the primary foil

due to relativistic transparency: the channel is underdense

even though ne=n
�¼1
crit is about 10 because the average

electron energy rises to roughly 4.5 MeV (�e ¼ 10), and
so ncrit also increases by 10. Some low-density hot elec-
trons have already encountered the x-ray converter foil.
By t ¼ 0:66 ps, the intense ion beam strikes the second-

ary target. Ultrathin-foil electrons are in transit with in-
creasing densities, and undergo continued heating into the
2–25 MeV average energy range. The remaining laser
energy heats converter foil hot electrons on the axis and
underdense blow-off plasma between the two foils; it also
self-focuses due to the relativistic electrons [14] and in-
creases the effective irradiance at the secondary target.
By t ¼ 0:80 ps, the ultrathin-foil electrons are achieving

higher densities and 5–25 MeVaverage energies within the
secondary target, whose on-axis hot electrons are heated to
0.1–1 MeV levels. The �z ¼ 30 �m converter foil is too
short to recover much ion beam energy, only Cþ6 ions with
<45 MeV will stop within the Sn.
By t ¼ 1:10 ps, laser heating ends but ultrathin-foil

electrons continue to enter and recirculate in the secondary
target with 5–25 MeV average energies and high densities
between ne=nSn � 0:1–1� 10�2. Converter foil hot elec-
trons have K�-relevant 75–300 keV average energies.
Normalized ultrathin-foil electron phase space densities

are shown in Fig. 3. The primary target electrons within the
converter foil at t � 0:8 ps have a nonthermal beamlike
distribution and are essentially all above 2MeV; the energy
majority is carried by 5–25 MeV electrons (the peak is
10 MeV) with high relative density. The most efficient
MeV-level states are populated by greater than 20-fold
relative to direct-foil irradiation, resulting in significantly
improved K� x-ray production efficiency.
Figure 4 provides the laser and K� x-ray powers and

energies from the integrated two-stage particle simulation.

FIG. 2 (color). Integrated simulation of two-stage concept for
increasing �. From top to bottom: electric field magnitude;
ultrathin-foil electron density, average electron energy kTe ¼
2
3Eav, and ion beam density; and converter foil average electron

energy are shown at t ¼ 0:46, 0.66, 0.80, and 1.10 ps.

FIG. 3 (color). Ultrathin-foil electron phase space densities
(normalized to Sn) at t ¼ 0:46, 0.66, 0.80, and 1.10 ps.
Energies Ee of 5, 10, 20, and 50 MeV are about �e�e ¼ 10:7,
20.5, 40.1, and 98.8. Note the nonthermal beamlike distribution.
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The total x-ray power rises to about 70 mJ ps�1 around
t ¼ 1:2 ps and thereafter stays nearly constant, an increase
of over 20-fold relative to the conventional method. By
t ¼ 2:6 ps, an � enhancement of tenfold is simulated (� ¼
10�3) and the x-ray power is still high. However, the
simulated converter foil length of 30 �m is suboptimal
and K� power would fall prematurely; in addition, ion
beam contributions increase in time but are underestimated
herein. This simulation uses 105 time steps ps�1, �109

particles, �107 grid nodes, and 3 days ps�1 on about 1000
processors. It is not yet feasible to scale up by factors of 10
in both space and time in order to predict the final �
enhancement, but it may significantly exceed tenfold by
the time K� x-ray production stops in a longer foil. The
x-ray production may be conservatively estimated to cease
around t ¼ 30 ps, the associated time to range out for the
most-populated 10 MeV electron level.

The upper bound on achievable � depends on the opti-
mized matching of target parameters to the laser system,
the total conversion efficiency of the laser into useful
K�-producing energy (> 29 keV in Sn), and the uncer-
tainties mentioned earlier. The ultrathin target dimensions
should be matched to the laser energy and duration, and the
element choice is a design parameter. The separation dis-
tance between the targets must be optimized to achieve
sufficient ion acceleration and electron heating while
avoiding loss of coupling to the secondary target.
Recovery of ion beam energy in long targets can occur
through deposition into electrons or direct impact ioniza-
tion. Remaining laser energy can be self-focused to higher
irradiance, which then produces hotter secondary target
electrons. Total conversion efficiency of laser energy into
useful charged particle energy in two-stage designs can be
65%–85% in simulations, when absorption into all ultra-
thin and secondary target particles is taken into account,
and significantly less energy is wasted to reflection and
electron energies below the K� threshold. The required
�10�12 level of ultrahigh-contrast to prevent premature

melt of ultrathin targets has been recently achieved (cf.
Henig et al. [12]). In summary, by accelerating bulk elec-
trons from ultrathin foils rather than just high-energy tails
during direct-foil irradiation, the two-stage concept ena-
bles high-� x-ray sources of user-chosen K� energies using
much less laser energy.
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