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We study the two-body problem with a spatially modulated interaction potential using a two-channel
model, in which the interchannel coupling is provided by an optical standing wave and its strength
modulates periodically in space. As the modulation amplitudes increase, there will appear a sequence of
bound states. Part of them will cause a divergence of the effective scattering length, defined through the
phase shift in the asymptotic behavior of scattering states. We also discuss how the local scattering length,
defined through short-range behavior of scattering states, modulates spatially in different regimes. These
results provide a theoretical guideline for a new control technique in the cold atom toolbox, in particular,
for alkaline-earth(-like) atoms where the inelastic loss is small.
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Feshbach resonances (FR) and optical lattices (OL) are
two major techniques in the cold atom toolbox. FR can be
used to control the interactions by tuning a bound state in
the so-called “closed channel” to the scattering threshold
via a magnetic field, laser field, or external confinement
[1-4]. At resonance, the s-wave scattering length diverges
and the system becomes a strongly interacting one. OL can
strongly modify the single particle spectrum of atoms,
which suppress kinetic energy so that interaction effects
are enhanced. With these two methods, many interesting
many-body physics phenomena, such as the BEC-BCS
crossover, superfluid to Mott insulator transition, and
strongly correlated quantum fluids in low dimensions,
have been studied extensively in cold atom systems during
the last decade [5].

In this Letter we theoretically study a new control tool
for cold atom system. It is analogous to OL because it also
makes use of two counterpropagating laser fields that lead
to a periodic modulation of laser intensity in space; how-
ever, its main effect is not manifested on single particle, but
on the interaction term when two particles collide with
each other. It generates a spatial modulation of two-body
interaction, i.e., the two-body interaction potential not only
depends on the relative coordinate of two particles under
collision, but also depends on their center-of-mass coordi-
nate. As far as we know, this is a situation not encountered
in interacting systems studied before, ranging from high-
energy and nuclear physics to condensed matter systems.
One can expect a spatial modulated interaction potential
will result in many fascinating phenomena.

The explicit model under consideration is schematically
shown in Fig. 1. The open and closed channels are different
orbital states and are coupled by laser field. Such an optical
FR has been studied before for uniform laser intensity [2],
and has been observed experimentally for both alkaline and
alkaline-earth-like Yb atoms [6]. In this Letter we shall
consider the situation that the laser field is a standing
wave whose intensity, and therefore the coupling strength

0031-9007/11/106(16)/163201(4)

163201-1

PACS numbers: 34.50.Cx, 34.50.Rk, 67.85.—d

between open and closed channel, is modulated periodi-
cally in space. Such a setup allows one to control spatial
modulation of interatomic interaction on the scale of sub-
micron. Recently, this has been realized in !7*Yb conden-
sation [7], although the optical standing wave is a pulsed
one. Alkaline-earth(-like) atom like Yb is particularly
suitable for such an experiment because the narrow
IS, — 3P, intercombination transition line can avoid large
inelastic scattering loss. In this experiment, a spatially
modulated mean-field energy has been observed from dif-
fraction pattern in a time-of-flight image [7]. However, the
theoretical study of this system is still very limited, and
even the two-body problem has not been studied. In this
work we show that surprises indeed arise even in the
two-body problem of this model.

Coupled two-channel model.—We consider a two-body
Hamiltonian for a FR in which the open and closed chan-
nels are modeled by two square-well potentials [8]
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where R = (r; + r;)/2 and r = r; — r,. For r < ry,
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FIG. 1 (color online). A schematic of the model we studied.
See text for a detailed description.
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In this model V, is given by the background scattering
length ay, as tan(k,ry)/(k,rg) = 1 — aye/ry where k, =
JmV,/h, and V, is determined by the binding energy of
closed channel molecule €, through V. = h*7?/(mr}) —
€.. The size of interatomic potential r, is much smaller
than all the other length scales. Conventionally, the inter-
channel coupling 2(R) is a constant independent of R.
Such a model captures all key features of a FR [4,8]. A
bound state appears at threshold and causes scattering

resonance at )y = v/€./|B|, and the scattering length is
given by [8]
a;, = abg(l

where B = 32rgay,/(97).

Now consider the situation {) depends on R. Solving the
Schrodinger equation follows two steps. (i) In the regime
r < ry, because the —#>VZ/m term commutes with the
Hamiltonian, we consider the wave function of the follow-
ing form: ¢, = sin(kr)a(R)/r and ¢, = sin(kr)b(R)/r,
where a(R) and b(R) satisfy a coupled equation
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[—f—m% - Vg]a(R) + QR)BR) = eaR),  (5)

2
[-%V% - Vc]b(R) + Q(R)a(R) = eb(R), (6)

where € = E — h”k*/m. There will be a set of eigenfunc-
tion a;(R), b;(R) and k; that give rise to the same energy E.
The eigenwave function in the regime r < r( should be
assumed as

- sinklr a I(R)
bRn) = Fa (D)) @
(i1) The superposition coefficient A;, the binding energy £
for bound states, as well as the phase shift 5(E) for scat-
tering states, are determined by matching the wave func-
tion in the regime of r > ry at r = r( for any R. The details
are shown in the supplemental material [9].

Hereafter we will consider an explicit situation where
Q(R) = Q cos(Kx) (x denotes the x component of R).
Note that there is still a discrete translation symmetry
x — x + 27/K, we can introduce a good quantum number
“crystal momentum” ¢. In the regime r > r(, . = 0, and
for the bound states whose energy E <h?qg*/(4m),
d(x, r) can always be expanded as
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FIG. 2 (color online). First four bound states as a function of
the amplitude of coupling /). The parameters for this plot
are ¢ =0, € =0.05Ex, Kay, = —001, and Kry=107".
Er = h?K?/m is taken as energy unit.
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Equation (8) can be viewed as the Bloch wave function for
molecules. And for the low-energy scattering state whose
energy is greater than but close to #2g*/(4m), we have

Ji( ) — eiqx(Ug sin(kr — §)
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where k = ymE/h> — g*>/4, and § is a function of k.

Results 1: bound states.—In contrast to the uniform case
where there is only one bound state when () > (), in this
case we find a sequence of bound states as () increases, as
shown in Fig. 2. This is because the periodic structure of
coupling (R) leads to a “band structure” for the mole-
cules, and as the coupling strength increases, the molecules
with zero crystal momentum but in different bands touch
the scattering threshold one after the other. We can intro-

r

duce the “Wannier” wave function as w(x — xg, r) =
f’ff/z e rd(x, r)dg. As shown in Fig. 3, the Wannier
function for the bound states that appear at larger () have
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FIG. 3 (color online). rw(x, r) [where w(x, r) is the “Wannier
wave function’’] for the first four bound states. a = 27/K is the
“lattice spacing.” The parameters for this plot are €, = 0.05EjR,
Ka,, = —0.01, Kry = 1073, and Kr = 0.1.
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TABLE I. Symmetry of Bloch wave function for the first four
bound states.

Uy’ v’ Ui (e U’
Ist 0 + 0 + 0
2nd + 0 + 0 +
3rd + 0 0 0 _
4th 0 + 0 - 0

more oscillation, which means that they come from higher
bands. This can also be illustrated from the symmetry of
U, in the Bloch function of Eq. (8), as summarized in the
Table I for the first four bound states. The first two bound
states have even parity while the other two have odd parity.
Results 2: effective scattering length—For the scattering
state wave function, at large r only the first term in Eq. (9)
will not exponentially decay, and the asymptotic behavior
of the scattering wave function is still the same as that in
the uniform case. Hence we can introduce an effective
scattering length as a.; = lim;_tand(k)/k. Note that
though the interaction is spatially dependent, the effective
scattering length defined above is a spatial independent
one. Among the first four bound states, a.; only diverges
when the second bound state appears at threshold, as one
can see by comparing Fig. 4(a) with Fig. 2. This is because
the divergence of a.g implies the first term in Eq. (9) goes
like 1/r, which should be smoothly connected to a zero-
energy bound state with nonzero U,. Therefore, for the
other three bound states whose U, = 0, their couplings to
the low-energy scattering states vanish and will not cause
divergency of a.g. In Fig. 4(c) we show that a.; diverges
when the sixth bound state (whose U, # 0) appears at
scattering threshold, but the width of resonance becomes
narrower compared to Fig. 4(b) because this bound state
comes from higher band and its coupling to low-energy
scattering state (i.e., the absolute value of U) is smaller.
Results 3: local scattering length.—At short distance the
wave function Eq. (9) displays 1/r — 1/a,.(x) behavior,
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FIG. 4 (color online). The effective scattering length a.g/ Iabgl
as a function of /€. (b) and (c) are an enlarged plot around
0/Qq = 2.64 (b), 9.20 (c). The arrows indicate the positions at
which we plot the local scattering length «,,. in Figs. 5(a)-5(d).

which is consistent with short-range behavior of a contact
interaction known as the Bethe-Peierls condition; hence,

we can introduce a local scattering length as a;..(x) =

rip,(x,r)
=70 9,.(rif,(x,r)) "
a),. are different. A similar situation has also been encoun-
tered for scattering in confined geometry [3], lattices [10],
and mixed dimension [11]. What is unique here is that
ayo. 1s spatially dependent. Naively, one may think that
ac(x) can be obtained by replacing () in Eq. (4) by local
Qx), ie.,

—lim Unlike in the uniform case, a. and

B _ BQ%cos*(Kx)
Gioe(¥) = abg(l €. + BQZCOSZ(KX)) (19)
~ ap[1 — BQ%cos*(Kx)/€ ], (1)

where the second line is valid for small €. This formula in
fact corresponds to an oversimplified approximation in our
model that the kinetic energy term of the center-of-mass
motion [ — 72V /(4m)] is completely ignored in Eq. (1).
In fact, what we really obtained from the wave function
Eq. (9) is

1- Y U, cos(mKx)/U,
m#0
agt — é()Umllecos(me)/(ZUo)
1 —2U,cos(2Kx)/ U,

~ . 12
azt — 2U,K cos(2Kx) /U, (12)

Qjoc (x) =

The second line is also valid when () is not too large, so the
coefficient U,,~, is small enough that it can be ignored.

Away from a resonance, Ka.; << 1, Eq. (12) can be well
approximated as

Ajoe(x) = aeff[l - 271]02 cos(2Kx)]. (13)

In fact, we show in Figs. 5(a), 5(b), and 5(d) that the
formula Eq. (13) (dashed black line) is a very good
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FIG. 5 (color online). The local scattering length a;,. as a
function of position x/a for Q/Q, = 0.71, 2.55, 2.64, and 2.7
(a)—(d). The solid blue line is calculated results, the black dashed
line is the fitting formula Eq. (13) or (14), and the green dash-
dotted line in (a) is from simple replacement formula Eq. (11).
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approximation to the actual results (solid blue line).
In Fig. 5(a) we show the simple replacement formula
Eq. (10) already significantly deviates from the actual
results in the weak coupling regime. From Figs. 5(b)
and 5(d) one can also see that the mean value of a;..(x)
changes sign as a.; changes sign. At resonance, ae_ﬁ1 — 0,
Eq. (12) can be approximated as

_Ir Uy
oc(x) = K[l 20, cos(ZKx)]' (14

We show in Fig. 5(c) that Eq. (14) is also a very good
approximation to actual a;,. at resonance. Hence, we
show that ay,. behaves very differently in the regime
near to or away from a scattering resonance.

Implications to many-body physics.—In summary, we
have revealed a number of novel features in the two-body
problem with a spatially modulated interaction potential,
which have strong implications for many-body physics and
provide new insights for developing new tools for quantum
control in cold atom systems.

First, when a4 diverges, the system enters a strongly
interacting regime and is expected to exhibit universal
behavior, which can even be manifested in the high-
temperature regime [12]. For a two-component Fermi
gas, it provides a new route toward BEC-BCS crossover
physics, and ‘‘high-temperature” superfluid may exist in
this regime. The periodic structure will add a new ingre-
dient to crossover physics.

Second, for the low-energy states whose energy
|E| < Eg, the energy dependence of scattering length
can be ignored and the many-body system can be effec-
tively described by a pseudopotential model:

N V2 4mh’a.(R;;)
H=- iy Y
Z 2m Z m

i ij

d
53(rij)87ijrij: (15)
where R;; = (r; + r;)/2 and r;; = r; — r;. It is very im-
portant that a;,.(R) in the pseudopotential of Eq. (15) is
given by Eq. (12) from the two-body calculation, so that a
two-body problem of the Hamiltonian Eq. (15) can pro-
duce a correct low-energy eigenwave function and the
effective scattering length as from model potential.

For bosons, with a mean-field approximation, Eq. (15)
implies that the interaction energy should take the form
Ene = 4mh*/m [ ayo(x)n?(x)dx, which leads to a modu-
lation of condensate density n(x) and self-trapping nearby
the minimum of a;..(x). It is very likely a strong enough
modulation of condensate density will eventually result in
the loss of superfluidity and the system will enter an
insulating phase. If so, it provides a completely different
mechanism for superfluid to insulator transition where the
transition is not driven by suppression of kinetic energy as
in conventional OL.

Final comments.—In this work we choose a coupled two
square-well model whose advantage is that the physics can
be demonstrated in a simple and transparent way. However,
some more sophisticated effects in the real system, such as

inelastic loss, are ignored. We have also implemented more
systematic scattering theory which includes these effects
and found that the physics discussed here will remain
qualitatively unchanged. In particular, the coupling
strength required for new resonances is always a few times
the strength for conventional optical FR, and therefore is
within reach of current experiments. These results will be
published elsewhere [13].

Moreover, the formalism used in this work can be easily
generalized to other realizations of spatial modulation of
interactions. For instance, in a magnetic FR, one can con-
sider the presence of a magnetic field gradient so that the
closed channel molecular energy varies spatially. This
effect is particularly important for a narrow resonance.
One can also optically couple the closed channel molecule
to another molecular state via a bound-bound transition,
which leads to a periodic variation of molecule energy
[14]. Similar effects as discussed in Results 1-3 also
present in these cases [13].
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