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We report on the acceleration of impurity-free quasimononenergetic proton beams from an initially

gaseous hydrogen target driven by an intense infrared (� ¼ 10 �m) laser. The front surface of the target

was observed by optical probing to be driven forward by the radiation pressure of the laser. A proton

beam of �MeV energy was simultaneously recorded with narrow energy spread (�� 4%), low

normalized emittance (� 8 nm), and negligible background. The scaling of proton energy with the ratio

of intensity over density (I=n) confirms that the acceleration is due to the radiation pressure driven shock.

DOI: 10.1103/PhysRevLett.106.014801 PACS numbers: 41.75.Jv

High intensity lasers can accelerate ion beams from
plasmas to high energies (>MeV) in extremely short
distances (< 100 �m). Most investigations of ion accel-
eration by intense lasers have relied on sheath acceleration
[1–3]. When a high-intensity laser impacts on a solid
target, an overdense (opaque) plasma is formed (ne >
ncr ¼ �0m!2

0=e
2). Laser energy is converted into hot elec-

trons with temperature kBTe, which form an electrostatic
sheath around the target with fields * MV=�m. The
sheath accelerates surface ions to energies � kBTe

(�multi-MeV) per nucleon [4]. However, ions are usually
emitted from both the front and back surface with a broad
energy spread and a number of ion species present, many
originating from impurities [3,5]. Furthermore, the ion

energy scales poorly with irradiance [� ðI�2Þ1=2] [6].
Modulated ion energy spectra have been produced, by
using complex targets [7], or energy selection [8], but these
methods feature poor peak-to-noise spectral contrast, low
yields, and the presence of multiple species.

Radiation-pressure acceleration (RPA) has been pro-
posed as an alternative method of ion acceleration at ultra-
high intensities [9–12]. For an opaque plasma (ne > ncr),
radiation pressure, PR ¼ 2I=c, pushes electrons into the
target, setting up an electrostatic shock whose space charge

field pulls along ions at the hole-boring velocity, vhb �
ð2I=�cÞ1=2, where I is the intensity and � the mass density
[13]. Stationary ions in advance of the shock front
‘‘bounce’’ off the electrostatic field associated with the
shock, producing a population of energetic ions with
velocity 2vhb [14]. If the target becomes sufficiently thin
so that all of the electrons are pushed out of the target
(d < c=!p), the ions can be pulled along in unison in the

‘‘light-sail’’ phase of RPA, which allows higher energy to
be reached [12]. First experiments have now reported

limited enhancement of ion energy contrast with optical
lasers and ultrathin solid targets [15]. However, due to the
high intensities required and high densities used, energy
gains were modest, energy spreads large, and yields low,
especially for protons due to the presence of multiple
species. The ultrathin targets also require exceptio-
nally high laser contrast between main pulse and preceding
prepulse, since solids are particularly susceptible to
ionization and deformation even at modest intensi-
ties [16].
Gas targets are an alternative to solid foils. They operate

at high-repetition rate, are easily adjusted for target density
and material, are less prone to contamination, and less
susceptible to prepulse [17]. However, they are difficult
to operate at near or above critical density, which is neces-
sary for efficient ion acceleration (e.g., for 1 �m laser,
ncrit ’ 1� 1021 cm�3) [18]. This can be remedied by use
of longer wavelength lasers. For example, for a � �
10 �m infrared CO2 laser, ncritð/ ��2Þ � 1019 cm�3.
This density is easily obtained by ionization of gas targets.
Importantly, due to the lower specific mass (< 104 �
solid densities), gas targets become of interest for RPA at
proportionally reduced laser intensity.
In this Letter, we show that the interaction of an intense

far-infrared laser with a gaseous hydrogen target can
produce radiation-pressure effects at intensities I <
1016 W cm�2, many orders of magnitude (� 1000) less
than with optical lasers [15]. Narrow-energy-spread
impurity-free proton beams were produced whose energies
scale with the ratio of intensity over density (I=n), indicat-
ing that the acceleration is due to the shock generated by
radiation-pressure driven hole boring of the critical surface
[13]. The propagation of the shock into the target is directly
observed by optical probing.
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The experiment was performed using the � ¼ 10 �m,
0.5 TW peak power, circularly polarized CO2 laser at
the Accelerator Test Facility, Brookhaven National
Laboratory. The short pulse is achieved in a Kerr cell filled
with optically active CS2 liquid via fast polarization
switching using a 5 ps long, frequency-doubled (� ¼
532 nm) Nd:YAG beam. Spectral modulation of a pico-
second � ¼ 10 �m pulse in CO2 gas amplifiers results in
splitting of the output pulse into a train of 6 ps pulses with
25 ps period with most of the energy (on average 70%)
contained in two leading pulses. This was monitored on
every shot with a streak camera, with the most intense
pulse containing 42� 8% of the total energy. The variation
in this ratio gave the largest uncertainty in intensity. Shots
were taken with integrated energy in the range 2.5–2.9 J
and focused by an f=3 off-axis parabolic mirror to a spot
size of w0 � 70 �m. This gives vacuum target intensities
of 5:4–6:3� 1015ð�14%Þ Wcm�2, or normalized
vector potential a0 ’ 0:47–0:51, where for circular

polarization a0 ¼ eE=m!c ’ 0:60ðI�2Þ1=2 (for I in
1018 W cm�2 and � in �m). This would imply a hot
electron temperature kBTe �Up � 100’s keV, where

Up � a20mec
2 is the ponderomotive potential. This could

promote sheath acceleration, but was mitigated to some
extent by use of circular polarization [10,19].

The laser was focused onto the front surface of a hydro-
gen gas jet from a 1 mm opening diameter circular nozzle.
The interaction was diagnosed by transverse probing and
measurements of the forward accelerated ion beam. A � ¼
5 ps, 2! (� ¼ 532 nm) Nd:YAG laser beam, synchronized
with the CO2 beam, was used for probing. The relative
timing between driver and probe pulse was varied using
an optical delay line. The probe, after passing orthogonal
to the infrared beam through the plasma, was split and
directed into shadowgraphy and interferometry channels.
These gave information about plasma creation and evolu-
tion, and also provided the in situ neutral density profile.
Density information was obtained from the interferograms,
by first obtaining the phase with reference to a background
image. An Abel transform was then used to obtain the
density profile from the phase change, assuming cylindri-
cal symmetry around the laser axis. Along the optical
axis, �0:7 mm above the nozzle edge, the density was
found to have an approximately triangular density profile,
going from zero to maximum density over a length of
� 825 �m. The density of hydrogen atoms could be varied
up to a maximum of n� 1020 cm�3 ’ 10ncr. Note that for
hydrogen n ¼ ne. Probing just before arrival of the CO2

pulse train shows no sign of preionization of the target,
implying a laser contrast >103.

The ion beam was characterized with a magnetic spec-
trometer, which dispersed the protons by their deflection in
a transverse magnetic field. The aperture of the spectrome-
ter was a � ¼ 0:6 mm diameter pinhole. The dispersed
protons were detected with a polyvinyltoluene scintillator

screen whose light emission was calibrated to the dose of
energy deposited by protons. The scintillator was imaged
on to an Andor EMCCD camera.
Figure 1 shows a selection of ion beams recorded with

the magnetic spectrometer for a range of densities and
intensities. Ion beams with a peak energy up to Emax ¼
1:1 MeV were observed. The most striking observation is
the narrow spectral width of the ion features, especially at
higher I=n. All of the beams recorded in this run were
found to have peaked spectra. Though the energy spread
varies, for the ion beam shown in Fig. 1(a), the image is a
circle comparable in size to the projected aperture size at
the image plane, indicating that this feature is dominated
by the instrument function of the spectrometer. Proton
energy spectra were unfolded by first removing hot spots
(due to x rays), background subtracting, and then integrat-
ing vertically to give a lineout. An absolute residuals
optimization was used to find the trial spectra which best
reproduced the measured signal after convolving with the
instrument function, which was taken from the vertical
spread of the signal. Because of its small acceptance angle
(9:8� 10�6 sr), transport through the spectrometer has

FIG. 1 (color online). Raw and processed proton spectra for
varying peak density n and vacuum intensity I showing scaling
of peak proton energy Emax / I=nc [MeV]. Parameter I=n
shown to the right of the respective raw images. Shots taken
with (a) I ¼ 6:4, n ¼ 6:1ncr, (b) I ¼ 5:5, n ¼ 6:1ncr,
(c) I ¼ 5:9, n ¼ 7:6ncr, (d) I ¼ 5:7, n ¼ 8:0ncr (I in units of
1015 Wcm�2). (e) Background subtracted (solid lines) and also
corrected (dashed lines) spectra. Heights of corrected spectra
adjusted to match those of raw lineouts. Lineout corresponding
to (b) reduced 4� to fit on the same scale.
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little effect on the signal spread. The deconvolved spectra
[Fig. 1(e)] show that the narrowest observed feature
[Fig. 1(a)] corresponds to an rms energy spread of only
� ¼ 4:2%. The peak-to-noise contrast of the spectrum is
>100, which was limited by detector sensitivity.

For the shot peaking at 0.6 MeV [Fig. 1(b)], the maxi-
mum of the spectrum is�3� 1012 protons=MeV=sr (note
that the scale for this trace should be�4), which is at least
>300 times greater than for previously reported quasimo-
noenergetic ion beams from laser accelerators [7,15]. From
the transverse spread of the 4� 106 protons passing
through the spectrometer pinhole, the geometrical emit-
tance of the beam was determined to be � ¼
0:16 mmmrad, corresponding to a normalized emittance
of �n � �	� ¼ 8 nm rad.

Also apparent is that the peak energy increases with
increasing I=n over this density range. This is shown
more clearly in Fig. 2, which plots measured peak energy
versus expected energy due to shock acceleration, E ¼
1
2mð2vhbÞ2 ¼ 4I=nc. Note that this includes data both

with the same intensity I, but varying n, and also constant
n but varying I. Despite a relatively large shot-to-shot
variability, which appears to be correlated to the variability
in energy balance between pulses in the pulse train, the
data show a clear trend of increasing energy for increasing
I=n. A linear trend line demonstrating a scaling with I=n is
given for comparison in Fig. 2. However, this trend line is
for values of I=n eleven times higher than expected by
taking the vacuum focused intensity and the peak measured
densities. This discrepancy will be addressed further
below. The vertical bars in Fig. 2 represent the rms energy
spread, emphasizing that all of these beams have narrow
energy spread.

Although opaque to the infrared driver, the plasma at
these densities is transparent at optical wavelengths, allow-
ing direct probing. By contrast, probing the surface of a
solid-density interaction would be impossible due to severe
refraction. Figure 3(a) shows a shadowgram of an interac-
tion for peak density n ¼ 4ncr, at t� 30 ps after arrival of
the main CO2 pulse, shortly after the end of the interaction
with the second pulse. A cavity has been created by the
laser inside the gas target. Simultaneous interferometry
shows that the plasma within the cavity is at much lower
density (< 1018 cm�3), while the walls of the cavity are
just above critical density. Hence this density-discontinuity
(shock) is associated with hole-boring. The laser has trav-
eled to the critical surface, where it is mostly reflected. The
resultant radiation pressure causes the critical surface to be
driven inwards. The shock front has moved about 250 �m
since the end of the pulse, giving an initial velocity of
�107 ms�1, which is consistent with vhb inferred from the
ion energies. Probing at later times [Fig. 3(b)] shows the
shock front moving further into the target, though at
reduced velocity due to dissipation of the shock energy.
We note that even at these late times, the motion of the
back surface is barely perceptible, suggesting that sheath
accelerated ions would be of too low energy to be detected.
To model the interaction, 2D particle-in-cell simulations

were performed with the code OSIRIS [20], using 20 000�
3000 cells to simulate a 600� 500 �m (� 60� 50�) box.
The laser was incident on fully ionized hydrogen plasma
with density profile increasing from 0 to 7:5nc in 100 �m.
The parameters were chosen to replicate the experiment
(a0 ¼ 0:6, �L ¼ 8 ps ¼ 229 laser periods, circular polar-
ization). A hole-boring front can be seen [Fig. 4(a)] form-
ing at a density initially between ncr and 2ncr—well below
the peak density. Though the target is only L � 100�, it is
not thin enough for ‘‘light-sail’’ RPA, with the shock front
traveling <10� during the laser duration. The velocity of
the front increases up to the peak of the laser pulse where it
is comparable to the expected hole-boring velocity, vhb for
the local interaction density. The velocity of the hole-
boring front is found to decrease as the peak density of

FIG. 2. Proton energy scaling as a function of expected energy
due to hole boring, E ¼ 4I=nc. For 8ncr > n> 4ncr, peak proton
signal increases with increasing I=n. For n < 4ncr beams were
produced with larger variation in energy (below the observed
scaling), and are not included. No beams observed above detec-
tor limit for n > 8ncr. Vertical bars represent rms energy spread
of each shot.

FIG. 3. Shadowgraphy of the interaction for n ¼ 4ncr at
(a) �30 ps and (b) 200 ps after the first main pulse interacts
with the gas. Laser entered from left, with the silhouette of the
gas nozzle shown below.
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the profile is increased. This is because the shock, though
starting at n� ncr, meets a higher density as it moves
forward. Simulations with double pulses show that the
secondary pulses enhance the shock structure and snow-
plow a greater number of protons to vhb. However, the
maximum ion energies are always determined by 2vhb of
the more intense pulse.

The simulations also show self-focusing of the laser
pulses (by >2� in intensity) [21]. In conjunction with
the lower than peak interaction density, this explains the
previously noted experimental discrepancy between mea-
sured and predicted ion energies. The nonlinear response
of self-focusing would also be likely to cause variations in
ion beam properties. Self-focusing is accentuated in three
dimensions. To account for this a further simulation was
performed with a0 ¼ 0:9 and shorter density scale length.
Figure 4(b) shows the spectrum observed in a simulated
spectrometer with the same acceptance angle as in the
experiment. A sharp peak is observed at high energy, in
the energy range observed experimentally. In momentum
phase space, the peak can be clearly identified with a
population of ions traveling ahead of the shock front at
v ¼ 2vhb. Assuming a real beam divergence comparable
to that of the simulated high energy proton bunch (� 4�)
would imply a total of up to 5� 109 ð’ 0:8 nCÞ in the
accelerated proton bunch.

Though ion acceleration with CO2 lasers was exten-
sively studied [1], the use of gas targets represents a con-
ceptual advance. Not only does it allow the acceleration of
impurity-free proton beams, it also allows the exploration
of RPA schemes at greatly reduced intensity. Even at
I < 1016 W cm�2, proton beams are observed with prop-
erties far superior to previous measurements of laser gen-
erated quasimonoenergetic ion beams [7,15]. These
properties include small energy spread (�� 4%), low
background (> 100� contrast), and high spectral bright-
ness (> 1012 protons=MeV=sr). These are the first

background free proton beams produced by radiation-
pressure effects. Further simulations at higher intensity
have reiterated the favorable scaling for over an order of
magnitude increase laser intensity ( / I at mildly relativ-
istic intensities), suggesting it should be straightforward to
achieve energies comparable to other laser-driven ion
schemes. This coupled to the use of a target that naturally
lends itself to high-repetition rate usage, makes it possible
to envisage producing the high-current, low-energy spread,
impurity-free proton beams that could fulfill the promise of
plasma based acceleration schemes.
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