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Laser-produced proton beams have been used to achieve ultrafast volumetric heating of carbon samples

at solid density. The isochoric melting of carbon was probed by a scattering of x rays from a secondary

laser-produced plasma. From the scattering signal, we have deduced the fraction of the material that was

melted by the inhomogeneous heating. The results are compared to different theoretical approaches for the

equation of state which suggests modifications from standard models.
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Despite the fact that carbon is one of the most common
elements on Earth, its phase diagram including the melt
line is poorly understood [1]. In fact, the liquid state cannot
be reached at ambient pressure as carbon directly sublimes
into the gas phase. Yet liquid carbon may exist at the high
pressures in the interior of giant planets such as Uranus and
Neptune, where it can contribute to the magnetic moment.
Furthermore it may appear on white dwarfs and in carbon-
rich extra solar planets [2,3]. Thus, accurate equation of
state (EOS) data are needed to develop realistic models for
planetary formation [4] as well as to describe the structure
of giant planets [5,6]. Our present knowledge of the carbon
phase diagram is, however, almost entirely based on theory
and simulations [7–9] as experimental data, e.g., on shock-
compressed diamond [10,11] or low density carbon [12],
are sparse. In this work, we investigate the EOS and
melting of graphite at solid densities. The thermodynamics
near melting is then inferred from a combination of mea-
sured energy inputs and the molten volume in inhomoge-
neously heated, macroscopic (� 6 �g) samples.

The creation of fluid carbon requires a rapid energy
input. Ion beams are a unique tool for that task as they
deposit their energy deep in the target [13]. Today’s con-
ventional, accelerator-based ion beams do not match both
the high particle number and the short pulse length re-
quired to create fluid carbon without noticeable expansion.
Ultrashort proton bursts generated by high-intensity laser
beams [14–16] offer a feasible alternative.

The characterization of dense matter created by proton
beams is a major challenge as the samples are opaque to
visible light. Indeed, first investigations of proton-heated

matter relied on measuring the surface properties applying
emission spectroscopy [17], velocity interferometry [18],
or chirped-pulse interferometry [19]. The bulk properties
are then inferred from hydrodynamic modeling. Here, we
abandon this method and measure the bulk properties of
carbon directly by x-ray scattering [20–22]. The use of
ultrafast x-ray sources [21,23] allows us to study the sam-
ple before the hydrodynamic expansion sets in.
Figure 1 shows the schematic layout of the experiment

conducted at the Vulcan Laser Facility at the Rutherford
Appleton Laboratory (UK). This laser system provides two
high-energy, short-pulse beams. One 1054 nm beam with
60 J in 1 ps was focused by a f=3 parabola to a 10 �m spot
on a 20 �m thin gold foil. This led to a focused intensity of
�1020 W=cm2 creating an intense proton beam. The sec-
ond laser with 180 J in 18 ps at the same wavelength was
used to drive a titanium He-� source. This produced an
intense x-ray burst at 4.75 keV photon energy and with a
similar duration [21,23]. The x rays scattered off the carbon
sample andwere detected by a spectrometer under 90� from
the incident radiation. For recording the scattering signal,
we used a curved high-reflectivity, highly oriented pyrolytic
graphite (HOPG) crystal in von Hamos geometry together
with a Fuji maximum sensitivity image plate detector and a
125 �m beryllium filter that blocks the visible light [24].
During the experiment the x-ray source was directly moni-
tored for each laser shot using a second spectrometer with a
flat HOPG crystal. Extensive shielding ensured that only
scattering from the marked region was detected.
Because of the large angular spread, a fraction of the

proton beam did not pass through the target [see Fig. 2].
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This part was detected by a stack of radiochromic films
(RCF). The absolutely calibrated RCF give a two-
dimensional distribution of the laser-generated protons
and their energy distribution relating the penetration depth
into the RCF stack to the proton energy. The full angular
distribution including energy-dependent opening angles
and particle numbers was measured by taking shots with-
out a scattering target. This method allows us to determine
the proton spectrum for each shot leaving only the in-beam

distribution as an uncertainty source. In this experiment,
we find particle numbers in the range of 4� 1011 with
maximum energies of 17 MeV, in agreement with previous
work [16].
The measurements of the proton beam fully determine

the heating source. Using the known energy loss data for
protons in cold graphite [25], the energy deposition profile
inside the target can be calculated. For this purpose, we
used the hydrodynamic code MULTI2D modified to model
the energy deposition [26]. Utilizing tabulated EOS, the
code also generates temperature profiles. From them, the
region that underwent melting, that is where T * Tm ¼
0:39 eV, was obtained from the measured proton beam
spectrum. Figure 3 shows results based on two different
EOS models: the standard SESAME library [27] (table
7832) and an EOS that was calculated by ab initio simu-
lations [28,29]. The results from density functional theory
molecular dynamics (DFT-MD) predict a significantly
larger coexistence region related to the latent heat of
melting which generates the plateau region in Fig. 3.
The x-ray scattering geometry corresponds to a change

in the photon wave number of k ¼ ð4�E0=hcÞ sinð�s=2Þ ¼
ð3:4� 0:2Þ �A�1, where E0 ¼ 4:75 keV and �s is the scat-
tering angle. The spread originates from the finite size of
the HOPG crystal in the nondispersive direction. In the
analysis we apply x-ray diffraction where the scattering
signal is frequency integrated and thus only k dependent.
For our experiment, we must consider scattering from

systems containing solids, fluids, or both phases. Thus, the
intensity of the scattered radiation is given by

Isc ¼ CI0½VsS
tot
s ðkÞ þ VlS

tot
l ðkÞ�; (1)

where the index labels solid (s) and liquid (l) properties.
The factor C includes the Thomson cross section, the

FIG. 2. Samples of RCF used to monitor the proton beam. A
picture taken with the full target (left) shows the regions that are
blocked by the target mount and the carbon sample. The right
panel shows the whole proton beam taken without a target. The
lines originate from a structure on the backside of the foil. They
were used to determine the source size.

FIG. 3 (color online). Temperature profile along the axis to-
gether with the energy spectrum of the protons used for this
simulation. The total energy deposited in the carbon sample is
180 mJ. The grey (green) area marks the region probed by x-ray
scattering.

FIG. 1 (color online). Schematic layout: a polycrystalline
graphite rod (125 �m� 300 �m� 3 mm) is heated by the
protons produced by the laser coming from the lower left. The
second laser hits a titanium foil to produce an intense x-ray pulse
which is scattered off the green region of the sample and
detected by a spectrometer above the target at 90�. The gold
shielding blocks the line of sight from the laser spots to the
scattering spectrometer as well as the front and back regions of
the carbon rod. The RCF proton detector and the source radiation
spectrometer are not shown.
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polarization factor, the geometry of the sample, and the
attenuation of x rays in the material. I0 is the incident
intensity, Vs;l are the volumes probed, and Stots;lðkÞ is the

total (static) electron structure factor for solids or fluids,
respectively. The latter fully determines the measured dif-
ferences between solids and fluids.

The structure factor can be divided in contributions due
to quasielastic scattering, inelastic scattering, and incoher-
ent scatter [20]. In contrast to recent investigations of warm
dense matter [20–22], the free electron part and contribu-
tions due to the screening cloud are here negligible as the
ionization degree is very low. In this limit, the static,
frequency-integrated structure factors for solids (s) and
liquids (l) can be written as [30,31]

Stots;l ¼ jfðkÞj2SiiðkÞ þ ZC½1� jfðkÞj2=Z2
C�: (2)

Here, fðk ¼ 3:4 �A�1Þ ¼ 2:82 is the atomic form factor,
SiiðkÞ is the static ion-ion structure factor, and ZC ¼ 6 is
the nuclear charge.

For solids, the scattering signal is dominated by
the incoherent (second) part in Eq. (2). The quasielastic
contribution is very small as under 90� scattering the
Bragg-condition is not fulfilled for any orientation of mi-
crocrystals in the amorphous samples; small contributions

arise from volume elements scattering at k ¼ 3:5 �A�1,
corresponding to diffraction from the (012) planes. Since
for scattering from unheated solid graphite C and Vs are
known, the total structure factor for solid carbon was
determined by an absolute measurement of the source
and scattered intensities I0 and Isc.

In the liquid, the strength of the incoherent scattering is
unchanged. On the other hand, elastic scattering is strongly
increased as the ionic structure factor for liquids has its first
and strongest peak near the wave number we probe.
Moreover, the Hansen-Verlet criterion states that the height
of this first peak has a value of 2.85 at the melting tem-
perature [32] and the atomic form factor is given by the
atomic physics [30]. Thus, the strength of the elastic fea-
ture in the fluid near the melt line is fully determined by
basic principles and is independent of theoretical structure
models.

The energy of the protons is not sufficient to melt the
whole sample. The inhomogeneous heating typically cre-
ates a fluid region near the proton source whereas deeper
parts are still solid. The total electron structure factors are
quite different for fluid carbon and graphite (Sii ’ 0 for
cold graphite, whereas Sii ’ 2:85 for molten carbon). Thus,
the scattering intensity described by Eq. (1) is a function of
the fraction of material melted. The strong increase of the
measured scattering intensity with energy deposited as
seen in Fig. 4(a) must thus be attributed to melting. The
horizontal error bars account for both uncertainties in the
proton beam spectrum and thickness of the sample.

The phase-dependence of the scattering strength can be
used to infer the portion of carbon that has undergone

melting. Combining the total intensity (1) with the struc-
ture factor applied to fluids and solids (2) yields a relation
between the measured scattering intensity (normalized to
that of cold matter) and the liquid fraction of the sample

Vl

Vtot
¼

�
Ihot
Icold

� 1

��
Stotl

Stots

� 1

��1
: (3)

Here, the ionic structure factors were averaged with respect
to all occurring wave numbers k. Still, the main part of the

scattering comes from k ¼ 3:4 �A�1 and coherent scatter-
ing from the solid is small. We also assume the liquid to be
very close to the melt line, as most of the energy is needed
for the phase transition. Therefore, the results presented in
Fig. 4(b) are a lower bound for the fluid fraction as hotter
fluids will scatter less at the probed wave numbers.
Figure 4(b) shows the measured ratio Vl=Vtot together

with the molten fraction extracted from the heating profiles
in the simulations. As no significant expansion occurs

FIG. 4 (color online). (a) Ratio of the measured scattering
intensity of heated and unheated graphite versus the energy
that was deposited in the probed volume. (b) Fraction of molten
carbon in the probed volume versus energy input. Experimental
data are compared to theoretical modeling based on the
SESAME EOS tables for carbon and the DFT-MD model.
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during the 18 ps of the x-ray probe, our data are taken at
solid densities of � ¼ 2:25 g=cm3. For lower doses, the
experimental data agree well with the modeling based on
either EOS model applied. The uncertainty related to the
large solid-fluid coexistence region in the DFT-MD EOS is
reflected in the green band whereas the lower limit assumes
characteristics similar to fluid, and the upper limit to solid
carbon [33]. The good agreement of the SESAME EOS
with the data underlines that it is accurate for the well-
tested cases of heated solids. Indeed, previous work [19]
showed a good match between experiments and modeling
based on SESAME.

At higher energy inputs when more of the material
becomes fluid, we find increasing deviations between the
measured and the modeled data if the SESAME EOS is
used. As our data give a lower bound to the fluid fraction,
we can state that SESAME EOS overestimates the heat
capacity for graphite close to melting. The EOS from DFT-
MD on the other hand matches the measured fluid fractions
as it accounts for more latent heat. It predicts a pressure of
� 7:5 GPa in the fluid phase in agreement with molecular
dynamics calculations [8]. Our measurements indicate that
ab initio simulations may be a more accurate tool to fully
describe the phase transition in carbon at the highest
deposited energy.

The present data explore new territory indeed, and this
work represents an important step towards the realization
of laboratory analogues of extreme extraterrestrial plane-
tary environments. The correct modeling of the liquid
content at high pressures in carbon-rich planets and white
dwarfs has far-reaching implications, for example, on the
predicted magnetic fields. Current models often assume
that the magnetic field is generated through a dynamo

process such that the radial field scales as B� L�2 �
V�2=3
l [34], where L is the length scale of the rotation

zone. Hence, the observed differences in the molten vol-
ume may result in a decrease of the predicted radial mag-
netic field strength up to 50%.
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