
Trajectory Based Non-Markovian Dissipative Tunneling

Werner Koch,1 Frank Grossmann,1 and David J. Tannor2

1Institut für Theoretische Physik, Technische Universität Dresden, D-01062 Dresden, Germany
2Department of Chemical Physics, The Weizmann Institute of Science, Rehovot, Israel

(Received 26 August 2009; revised manuscript received 21 April 2010; published 3 December 2010)

The influence of a dissipative environment on scattering of a particle by a barrier is investigated by

using the recently introduced Bohmian mechanics with complex action [J. Chem. Phys. 125, 231103

(2006)]. An extension of this complex trajectory based formalism to include the interaction of the

tunneling particle with an environment of harmonic oscillators with a continuous spectral density and at a

certain finite temperature allows us to calculate transmission probabilities beyond the weak system bath

coupling regime. The results display an increasing tunneling probability for energies below the barrier and

a decreased transmission above the barrier due to the coupling. Furthermore, we demonstrate that

solutions of a Markovian master equation fail to do so in general.
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The past decades have seen a vast number of studies on
quantum tunneling under the influence of environmental
degrees of freedom [1,2]. The focus of interest has ranged
from theoretical investigations on the dissipative quantum
transmission in inverted harmonic [3–5], cosine [6], and
(biased) rectangular barrier potentials [7,8] to theoretical
as well as experimental work on dissipative nuclear fission
and fusion [9,10], proton tunneling in solids [11], low
temperature Josephson systems [12–14], all the way to
electron transfer in biomolecules [15]. Three different
barrier tunneling scenarios can be distinguished. Firstly,
there is the coherent tunneling dynamics in a prototypical
double-well potential. Describing the double well by its
lowest two levels, in the presence of an environment, leads
to the spin-boson Hamiltonian whose dynamics is re-
viewed in [16]. Secondly, a particle can tunnel out of a
metastable well. With environmental coupling in the case
of low temperatures, this leads to the quantum Kramers
problem [1,17]. Thirdly, an initially free particle scattered
from a short-range barrier potential gets partly reflected
and transmitted. A central question in all dissipative tun-
neling studies is whether the environment enhances or
suppresses the tunneling dynamics. Most authors seem to
agree that transmission is increased by contact to the
environment for incident energies below the barrier height
(corresponding to true tunneling), whereas for incident
energies above the barrier the transmission is suppressed
[3,5,8–10]. It is not always simple, however, to disentangle
the variety of approximations used and the differing system
and bath parameters that have been applied in different
works [5].

In order to provide a comprehensive study for a wide
range of parameters, such as coupling strength, tempera-
ture, and initial energy, one has to start from a microscopic
description of the composite system. Methods used to
investigate barrier scattering in the presence of an environ-
ment include the Feynman-Vernon influence functional

formalism [18,19], Lindblad-type Markovian master equa-
tions [5,20,21], the dynamical norm method [10], and the
derivative propagation method [21]. These, however, are
all limited to certain scenarios or parameter regimes.
In the following we will present a general scheme that

allows for numerical evaluation of tunneling probabilities
over a wide range of system parameters, even in the non-
Markovian regime. It is based on the combination of
trajectory based solutions of appropriate time-dependent
Schrödinger equations [22] with a stochastic averaging
procedure [23]. We restrict the presentation of numerical
results to the barrier scattering case.
A quantum system in contact with an environment is

frequently described by a Hamiltonian that can be split into
three parts, according to

ĤðtÞ ¼ ĤS þ ĤB þ ĤI; (1)

where ĤS, ĤB, and ĤI denote system, bath, and interaction
part, respectively. According to the Caldeira-Leggett
model [12] the environmental degrees of freedom are taken
to be harmonic and bilinearly coupled to the system coor-
dinate. In addition, the initial condition for the density
matrix of the composite system is frequently assumed to
be factorizing. The resulting Feynman-Vernon influence
functional for the reduced system density matrix [24] has
proven to be discouragingly hard to deal with directly. It
has recently been shown, however, that an exact formula-
tion of the problem via a stochastic Liouville–
von Neumann (SLN) equation is possible, where all the
effects of the environment are recast into two complex-
valued, Gaussian distributed, stochastic forces �ðtÞ and �ðtÞ
acting on the system [23]. Thereby the explicit memory
due to the environmental dynamics is removed, but all the
non-Markovian effects are implicitly contained in the
correlations of the noise distribution, M½�ðtÞ�ðt0Þ� ¼
L0ðt� t0Þ, M½�ðtÞ�ðt0Þ� ¼ ð2i=@Þ�ðt� t0ÞL00ðt� t0Þ, and
M½�ðtÞ�ðt0Þ�¼0. Here M is the probability measure of
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the noise force distribution and LðtÞ ¼ L0ðtÞ þ iL00ðtÞ is the
kernel of the reservoir. For the Caldeira-Leggett model,
this kernel can be computed in closed form and depends on
the temperature and the spectral density of the bath oscil-
lators [24]. Unraveling the forward and the backward path
in the influence functional by stochastic driving forces, and
writing the initial reduced density as a product of pure
states �̂ðt ¼ 0Þ ¼ j�1ih�2j, the SLN equation leads to a
set of two time-dependent Schrödinger equations (TDSEs)
in Stratonovich form [23]:

i@j _�1i ¼
�
HS � �ðtÞxþ�

2
x2 � @

2
�ðtÞx

�
j�1i (2)

i@j _�2i ¼
�
HS � ��ðtÞxþ�

2
x2 þ @

2
��ðtÞx

�
j�2i; (3)

where � ¼ �R1
0 duL00ðuÞ=ð2@Þ is the static susceptibility

of the reservoir. In [25] a thorough discussion of the nature
of the noise, its numerical generation, and further technical
issues can be found.

This non-Markovian unraveling of the bath’s influence is
not restricted to weak coupling and can in principle be
combined with any TDSE propagation scheme. As shown
in [26], trajectory based semiclassical propagators, like the
Heller-Herman-Kluk-Kay propagator [27], allow stable
computations over long propagation times—until thermal-
ization is reached—with reasonable computational effort.
The semiclassical propagator is unable, however, to handle
tunneling problems, unless augmented by additional terms
of an @ expansion [28]. These additional terms, however,
introduce a degree of complication into the numerical
scheme that becomes prohibitive when combined with
the averaging required for the stochastic modeling of the
environment.

A more suitable trajectory based method, that can in
principle be converged to the exact solution of the TDSE,
and that therefore allows for the description of tunneling, is
the recently developed Bohmian mechanics with complex
action (BOMCA) [22]. As opposed to the traditional
Bohmian approach to quantum mechanics, in BOMCA
the wave function is written using a complex-valued ex-
ponentiated action field, containing both amplitude and
phase. This leads to the ansatz

�ð ~x; tÞ ¼ exp

�
i

@
Sð ~x; tÞ

�
; S: Cd � R ! C:

Upon inserting this wave function into the TDSE and
adding the spatial terms containing the implicit time de-
pendence, one obtains an ordinary differential equation
(ODE) for the action Sð ~xðtÞ; tÞ
dS

dt
¼ � 1

2m
ð ~5SÞ2 � Vð ~xðtÞ; tÞþ i@

2m
~52
Sþ @~x

@t

@S

@~x
: (4)

In order to integrate this quantity along a trajectory, one
needs a way to evaluate spatial derivatives of Sð ~xðtÞ; tÞ. In

principle it is possible to propagate multiple trajectories
and calculate the derivatives with a finite difference
scheme [29]. An alternative approach is to calculate initial
conditions for the spatial derivative of (4), and evaluate that
quantity along the trajectory [22,30,31]. This in turn re-
quires equations of motion for even higher derivatives
which again can be obtained from further differentiating
the resulting ODE. This leads to an infinite but closed
hierarchy of ODEs for the spatial derivatives of Sð ~xðtÞ; tÞ.
For any practical calculation, however, a cutoff for the
hierarchy at some order N is required.
In one dimension the procedure just outlined results in

the following set of equations:

dSn
dt

¼ � 1

2m
ðS21Þn � Vn þ i@

2m
Snþ2 þ vSnþ1; (5)

SNþ1 ¼ SNþ2 ¼ 0; (6)

ðS21Þn ¼
Xn
j¼0

n
j

� �
Sjþ1Sn�jþ1; (7)

where the subscript denotes the order of the derivative and
runs from 0 to N. The quantities v, Sn, and Vn depend on
time and the coordinate of the trajectory xðtÞ. What re-
mains to be specified is an expression for vðxðtÞ; tÞ � dx

dt

and the initial values for the derivatives of SðxðtÞ; tÞ. The
former is taken from the physical interpretation of SðxðtÞ; tÞ
as the system’s action

vðxðtÞ; tÞ ¼ S1ðxðtÞ; tÞ
m

; (8)

and the latter from the ansatz for the initial wave function

SnðxðtiÞ; tiÞ ¼ �i@
@n

@xn
lnf�ðx; tiÞg

��������x¼xðtiÞ
: (9)

The coordinates of the trajectories evolving due to the
equation of motion (8) will, in general, acquire imaginary
components or may even start on arbitrary points in the
complex plane. The physical wave function needs to be
evaluated on the real axis, however. Therefore, only tra-
jectories with a purely real final coordinate are of physical
interest, and a root search in the complex initial position
space needs to be performed to identify those trajectories
that do have a vanishing final imaginary component.
Generally there will be more than one branch in the xðtiÞ !
xðtfÞ map leading to the real axis. For tunneling trans-

mission, however, there is just a single contribution to
the final result. Furthermore, as has been shown in [22], a
cutoff of the BOMCA hierarchy at order N ¼ 2 is suffi-
cient to accurately describe barrier transmission without
coupling to the environment.
The stochastic force can be introduced into the above

propagation scheme just like any other explicitly time-
dependent force. In fact, the use of a complex-valued
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driving force to simulate the coupling to the environment is
quite natural since the BOMCA trajectories are complex
valued by design. However, the root search becomes con-
siderably more involved. It has to be redone for each noise
sample, and special care has to be taken in dealing with the
different branches of the xðtiÞ ! xðtfÞ map. Nevertheless,

in the following we show that the combination of both
BOMCA and SLN dynamics is feasible. A noise sample
count between 106 and 108 turned out to be sufficient to
obtain converged results for coupling strength � [see
Eq. (11) below] up to 0.5 and quasiconverged results for
� ¼ 0:6 and high temperatures.

As a numerical example we consider the scattering of an

initial wave packet �ðx; 0Þ ¼ ð�=�Þ1=4 expf��=2
ðx� q0Þ2 þ ip0ðx� q0Þg, with width parameter � ¼ 60�
and initial center energy E0 ¼ p2

0=ð2mÞ, where m ¼ 30,
from a symmetric Eckart barrier potential

VðxÞ ¼ D

½coshð�xÞ�2 ; (10)

where � ¼ 4:32 was chosen for the range parameter and
D ¼ 40 for the barrier height and all quantities are in
atomic units. The spectral density of the bath oscillators
was chosen to be Ohmic with an algebraic cutoff

Jð!Þ ¼ �!

ð1þ!2=!2
cÞ2

: (11)

For all results presented in this Letter we chose the cutoff
frequency to be !c ¼ 10.

For the barrier (10) located at x ¼ 0, the quantity to be
monitored is the transmission probability, that is

PðtfÞ ¼
Tr

R1
0 dxjxihxj�̂ðtfÞ
Tr�̂ðtfÞ ; (12)

evaluated at a time tf ! 1, long enough for the trans-

mitted part of the wave packet to have passed well beyond
the range of the barrier.

Figure 1 shows the dependence of the transmission
probability on the incident energy E0 of the wave packet
and the coupling strength to the reservoir � for q0 ¼ �0:7
and a high temperature of T ¼ 400. Compared to the
uncoupled case, the transmission decreases for high ener-
gies E * D, whereas it increases for low energies E & D
due to the environmental influence.

If the temperature of the heat bath is decreased for
comparable coupling strength of � ¼ 0:4, the results
shown in Fig. 2 (again q0 ¼ �0:7) are obtained.
Decreasing the temperature of the bath also decreases the
change in transmission compared to the uncoupled case. To
stress the non-Markovian nature of the observed effect, we
have also performed calculations of the transmission
probability using the Caldeira-Leggett high temperature
master equation (CLME), which is based on Ohmic dis-
sipation (see [32] for implementation details). These re-
sults, which are depicted by the dotted line in Fig. 2, show a

qualitatively wrong influence of the environment on the
tunneling dynamics at low temperatures, where they fail to
predict the enhancement of tunneling for energies below
the barrier.
The results presented in the two figures were obtained

with N ¼ 4 for the cutoff of the BOMCA hierarchy. It
turns out that as � is increased, higher orders are needed to
converge the results. To shed some more light on this point,
in Table I we give values for the transmission for two
exemplary points, E ¼ 20 and E ¼ 60 below, respectively,
above the barrier maximum at an intermediate temperature
of T ¼ 40. The BOMCA results of different order are
compared with split-operator fast-Fourier-transform
(FFT) ones. For the lower damping strength both
BOMCA results are already close to the full quantum
result. At higher damping and for the larger energy the
N ¼ 4 results are much better than for N ¼ 2. While not
fully converged, N ¼ 4 is still better than the CLME
results. Fortunately, the numerical effort required to con-
verge the low temperature BOMCA (non-Markovian) re-
sults is reduced as compared to the high temperature case.
So far we have considered the case q0 ¼ �0:7 for the

initial wave packet center. If the wave packet is removed

FIG. 1 (color online). Transmission probability versus energy
for � ¼ 0 (solid black line), T ¼ 400, � ¼ 0:2 (dotted orange
line), � ¼ 0:6 (dashed green line). BOMCA order N ¼ 4.

FIG. 2 (color online). Transmission probability versus energy
for � ¼ 0 (solid black line), � ¼ 0:4, T ¼ 40 CLME results
(dotted orange line), BOMCA N ¼ 4 results (dashed green line).
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away from the barrier far enough for thermalization to set
in already in the free particle dynamics [33], the depen-
dence of the transmission probability on the incident en-
ergy is drastically reduced (not shown). The calculations of
Figs. 1 and 2 were performed with q0 ¼ �0:7. This small
distance from the barrier allows only partial thermalization
of the wave packet and is thus equivalent to the introduc-
tion of a position dependent form factor in the interaction
Hamiltonian as it is frequently done when considering
dissipative tunneling [7,9,10,18].

Summarizing, we have shown that the dissipative dy-
namics described by a stochastic Liouville–von Neumann
equation with complex noise forces can be combined with
the trajectory based BOMCA method. This way tunneling
processes under the influence of an environment can in
principle be studied to the desired accuracy beyond weak
coupling and in a strongly non-Markovian regime. We
have demonstrated that the environmental influence on
the transmission probabilities intimately depends on the
initial state’s position as well as on its energy in relation to
the barrier height. The decrease of transmission probabil-
ities for incident energies above the barrier height and the
increase below it is reproduced by the proposed approach,
whereas it cannot be reproduced in general by a Markovian
master equation approach. With the proposed formalism
the study of different kinds of tunneling dynamics in the
presence of a heat bath is within reach. One promising
direction of future research is to go beyond bilinear system
bath coupling.
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