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We develop the formalism for computing the oscillations of the specific heat and thermal transport

under rotated magnetic field in multiband superconductors with anisotropic gap and apply it to iron-based

materials. We show that these oscillations change sign at low temperatures and fields, which strongly

influences the experimental conclusions about the gap structure. We find that recent measurements of the

specific heat oscillations indicate that the iron-based superconductors possess an anisotropic gap with

deep minima or nodes close to the line connecting electron and hole pockets. We predict the behavior of

the thermal conductivity that will help distinguish between these cases.
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Discovery of superconductivity in iron pnictides reener-
gized the effort to understand the properties of the paired
state in correlated electron systems. Materials containing
FeAs [1,2] or Fe(Se,S,Te) [3,4] layers are quasi-two-
dimensional, and most are antiferromagnetic (AFM) at
stoichiometry, which led to early comparisons to the cup-
rate superconductors (SCs). Unlike cuprates, the pnictides
remain metallic [1–7] in the AFM state, suggesting that the
itinerant correlated picture is more appropriate. This view
is also supported by the agreement between the band struc-
ture calculations and the measured Fermi surface [8–12].

The complication is that all five d orbitals of Fe ions
contribute to the density of states (DOS) close to the Fermi
level resulting in multiple Fermi surface (FS) sheets. The
complete description of these materials includes two to
three hole bands at the center (� point) of the Brillouin
zone (BZ) and two electron bands in the corner of the BZ,
hereafter referred to as M point. This multiband nature is
essential for the ongoing debate about the structure of the
superconducting order parameter in iron-based SCs.

Superconductivity in pnictides is likely due to the mag-
netically assisted electron scattering between the nearly-
nested hole (h) and electron (e) FS sheets [8], leading to a
so-called s� state, with both pockets fully gapped, and
�e ¼ ��h [13–15]. Detailed description of spin fluctua-
tions and intraband Coulomb scattering favors anisotropic
gaps: only on the electron sheets for the A1g (extended

s-wave) representation, [16–20], and on all FS sheets for
the gap of B1g (d-wave) character [21,22]. The latter gap

shape is unlikely since ARPES measurements see nearly
uniform gaps on h FS [10,23–28].

The magnitude of the anisotropic component in the A1g

state depends on the values of the interaction parameters
and hence is material dependent. Thus, possibilities range
from isotropic �e, to a gap with deep minima on the e FS

along �-M line, to a state with a pair of ‘‘accidental’’ nodes
near this line [18,19,29]. In the unlikely case of the domi-
nant anisotropic component, the nodes move to positions
along the sides of the crystallographic BZ. Signatures of
low-energy excitations were found in Co-doped BaðFeAsÞ2
[30], LaFePO [31,32], BaFe2ðAs1�xPxÞ2 [33–35] and
Fe(Se,Te) [36] materials. However, the detailed gap struc-
ture of the pnictides, including the location of the possible
nodes on the electron sheet, still needs to be unambigu-
ously determined.
Oscillations of the thermodynamic and transport coef-

ficients in SCs with anisotropic gap as a function of the
relative orientation of the magnetic field and the nodal (or
quasinodal) directions [37–41] are extensively used to
determine the position of the symmetry-enforced gap nodes
[42,43]. The key prediction of the inversion of the anisot-
ropy [39], the switch from the minima to maxima for the
field along the direction of the smallest gap, was recently
confirmed [44]. A similar test was suggested for pnictides
in Ref. [45], and very recent measurements of the specific
heat in the vortex state of Fe(Se,Te) [46] were interpreted
as leading to a surprising conclusion that the nodes of the
gap are along the principal directions in the Brillouin zone.
This stimulated our study.
In this Letter we develop the formalism for computing

the properties of the vortex state of multiband two-
dimensional (2D) superconductors under an in-plane mag-
netic field. We specifically address the states without
symmetry-enforced nodes, such as pnictides. [47] We ana-
lyze the behavior of the specific heat, (C), and the elec-
tronic thermal conductivity, (�), focusing on the regime
where the inversion of the oscillations occurs, and compare
it with data in Ref. [46]. Accounting for the inversion
we find that, contrary to the conclusions of that paper,
the results are most consistent with either deep minima
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or nodes close to the �-M direction. We predict the evolu-
tion of the C and � as a function of the field direction for
different temperatures and fields.

We consider a superconducting gap with the basis func-
tion in the A1g representation, Yðkx; kyÞ ¼ aþ bðcoskx þ
coskyÞ, where kx and ky belong to the unfolded Brillouin

zone, Fig. 1(a), and the ratio a=b determines the anisotropy
of the gap. In that scheme a circular hole sheet is centered
around � point, and the electron sheets are centered around
M point and its equivalents. This Yðkx; kyÞ gives nearly

isotropic order parameter on the h FS, �hð�Þ ¼ �1, and,
generally, an anisotropic gap on the e FS, �eð�Þ ¼
�2Yeð�Þ,

Y eð�Þ ¼ ð1� rÞ � r sin2�; � for M;M0; (1)

where � is the angle from the [100] direction, see Fig. 1.
The gap has either minima along �-M line [r < 0:5,
Fig. 1(a)] or nodes close to �-M line for r * 0:5, which
approach [100] and [010] directions for r ¼ 1, Fig. 1(b).

We compute the field-dependent specific heat and elec-
tronic thermal conductivity by solving the equation for the
quasiclassical Green’s function ĝ in the particle-hole
(Nambu) space, as in Refs. [40,41]. To treat multiple bands
we introduce ĝn¼1;2ðR; k;"Þ, with k parameter running

over the hole FS (n ¼ 1) twice (two equivalent hole
bands), and over the two electronic FSs (n ¼ 2) at points
M andM0. In each band, given the Fermi velocity vnðkÞ and
the vector potential AðRÞ of the magnetic field, we solve
the transport equation for ĝn at energy ",

��
"þ e

c
vnAðRÞ

�
�̂3 � �̂n � �̂n; ĝn

�
þ ivn � rRĝn ¼ 0;

(2)

subject to the normalization condition ĝ2n ¼ ��21̂. Here
�̂3 is the Pauli matrix, and the spatial dependence of the
order parameter is that of the Abrikosov vortex lattice,

�nðR; kÞ ¼ �nðkÞ
X
ly

Cly

eily~yffiffiffiffi
�

p ~�0

�
~x��2ly

�

�
;

where ~�0ðzÞ is the ground state wave function of a har-
monic oscillator, ~x and ~y are in the plane normal to the
field, and the magnetic length �2 ¼ @c=2eH. Two bands
are mixed through the self-consistency on �nðR; kÞ ¼
T
P

"m;k
0;n0Vn;n0 ðk; k0Þfn0 ðR; k0; "mÞ, where fn, the Gorkov

pairing amplitude, is the off-diagonal component of ĝn,
and on the impurity self-energy, �̂n, which is determined in
the self-consistent t-matrix approximation for two bands
[48], so that �̂ðR; "Þ ¼ nimpt̂sðR; "Þ. We take a negative

interband pair hopping, V12ðk; k0Þ ¼ �jVjYðkÞYðk0Þ
which leads to the opposite signs of gaps �1 and �2.
We employ the extended Brandt-Pesch-Tewordt (BPT)

approximation where the diagonal components of ĝn, the
propagators gn and �gn, are replaced by their spatial aver-
age, while the full dependence of fn is kept. This approach
is described and justified in Refs. [40,49,50], and the
results obtained from the self-consistent solution of the
quasiclassical equations in a single band agree with those
obtained using our method nearly perfectly. [51]
Once the Green’s function and the self-energies are

determined, we find the low-temperature specific heat from

CðT;HÞ
T

¼
Z 1

�1
d"

T

"2

4T2
cosh�2 "

2T

X
n¼1;2

Nnð"; T;HÞ; (3)

where Nnð"; T; HÞ ¼ � 1
� hImgnð"; kÞiFS, is the DOS in

each band and the angular brackets denote averaging over
the corresponding FS. Similarly, �xx ¼ �1;xx þ �2;xx,

where each Fermi surface contributes

�n;xx

T
¼

Z þ1

�1
d"

T

"2

2T2
cosh�2 "

2T

�hv2
n;xNnðT;H; k; "Þ�H;nðT;H; k; ÞiFS; (4)

and the transport scattering rate in each band is [41,52]

1

2�H;n
¼ �Im�R

n þ ffiffiffiffi
�

p 2�

j~v?
n j

� Im½gRnWð2~"�=j~v?
n jÞ�

ImgRn
j�nðkÞj2: (5)

Here R indexes a retarded function, �n ¼ ð�̂nÞ11, and ~v?
n

is the component of the Fermi velocity normal to H.
Results.—We take the e and h FSs to be cylinders of the

same size, with j~vnðkÞj ¼ vf. In the supplementary mate-

rial we show that our conclusions are robust against mod-
ifications of the band structure, and only for the particular
case of high curvature of the electronic Fermi surface along
the �-M line additional care is needed [53]. The unit for the
magnetic field is B0 ¼ @c=ð2e�2

0Þ, where �0 ¼ vf=2�Tc0

is the in-plane coherence length, and Tc0 is the transition
temperature in a pure sample. Highly anisotropic pairing
states are affected by the disorder in each band. Hence
below we present the results for the purely intraband

FIG. 1 (color online). Fermi surfaces and energy gaps in the
two-band model of iron pnictides. The true structure is obtained
by folding the FS sheets (blue [dark gray]) and SC gaps (red
[medium gray]) along the sides of the square (full and dashed lines
atM). The hole FS around � has an isotropic gap. The A1g gap on

the electronic FS may be isotropic, have deep minima along �-M
line [panel (a), r ¼ 0:45 in Eq. (1)] or nodes along the [100] as in
panel (b), r ¼ 1. We take the heat current along [100], as shown.
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impurity scattering limit, with the normal state scattering
rate, �=2�Tc0 ¼ 0:005, which gives & 5% suppression of
the transition temperature. We consider strong scatterers,
phase shift � ¼ �=2, and checked that smaller � and
moderate interband scattering do not perceptibly change
our results. While the BPT method works well for nodal
superconductors, its validity in systems with finite minimal
gap �min, is restricted to the regime where vf=ð2��minÞ �
1 [40]. For r ¼ 0:45 in Eq. (1), at the lowest field we

consider, H ¼ 0:02B0, this ratio is about 2. Taking �0 �
30 �A gives B0 ’ 35 T, so that the fields up to 14 T corre-
spond to H & 0:4B0 	 Hc2. The last inequality allows for
non-self-consistent calculation of the order parameter sup-
pression by the in-plane H, which is known to be an
excellent approximation [40,51,54].

Figures 2–4 show representative results for C and � as a
function of the field direction at low fields for order pa-
rameters r ¼ 0:45, 0.55, 1. The panels capture the quali-
tative behavior across the T �H phase diagram, with only
quantitative changes at higher fields and temperatures. The
C and � profiles are slightly shifted vertically for clarity.

Figures 2 and 3 use the gap suggested by the majority of
theoretical works, with either minima [r ¼ 0:45, Fig. 1(a)]
or closely spaced nodes [r ¼ 0:55, inset in Fig. 3(d)] in the
�-M direction, �0 ¼ 45
 in our notation. The key feature
is the inversion of the specific heat oscillations as the
temperature is raised. At the lowest T, H the minima in
C=T indeed occur for H along the �-M line, as expected
from the semiclassical theory for zero-energy DOS
[37,38,45], but this regime is narrow, and at higher T and
H it is the maxima of the C pattern that denote the minima
or nodal directions. At low fields the inversion occurs at
0:05< T=Tc0 < 0:1 for deep minima, Fig. 2(a), and at
even lower T=Tc0 � 0:05 for the nodal case, Fig. 3(a). The
same inversion appears for all T at fields H � 0:3B0,
Figs. 2(b) and 3(b). In Ref. [46] the C=T anisotropy was
measured at T=Tc � 0:2. At this temperature the minima in

C=T, observed at�0 ¼ 0, 90 relative to the crystallographic
axes, indicate deep gap minima at�0 ¼ 45
 or nodes close
to this direction as is evident from comparison with the
upper curves in Figs. 2(a) and 2(b) or Figs. 3(a) and 3(b).
In contrast, the experimentally observed pattern is

not consistent with the nodes along [100] and [010].
Figures 4(a) and 4(b) show minima in the C=T pattern for
the field in the nodal direction, �0 ¼ 0, only at T=Tc0 �
0:10; at higher T additional structure develops, followed
by the inversion and the shift of the minima of Cð�0Þ to
�0 ¼ 45
. This is not what was found in Ref. [46].
Hence possible gap structures are (a) minima along

the �-M line, or (b) nodes close to this direction.
Distinguishing between the two by methods sensitive to
the amplitude but not the phase of the gap is not straight-
forward. While Fig. 3 clearly shows additional features
(absent in Fig. 2) at the angles where j�ej has nodes, these
features are washed out with increased temperature.
For comparison, �=T shows nodal features at higher T
[panels (c),(d)] than C=T [panels (a),(b)]. With increased
scattering this structure smears out and largely vanishes
when the nodes are lifted by disorder [55].
Commonly, �ð�0Þ is decomposed into a twofold term

due to difference in transport normal and parallel to the
vortices [56], and fourfold component due to gap structure
[42], � ¼ �0 þ �2 cos2�þ �4 cos4�. Both �2 and �4

change sign in the T-H plane [41,56]. The magnitude of
�2 is similar in both Fig. 2 and Fig. 3; however, the fourfold
�4 is much greater for the gap minima than for either nodal
scenario. Observation of a large ratio �4=�2 * 1 would
indicate minima and not nodes in the gap.
Additional information is needed to distinguish between

shallow and deep minima. In Fig. 2 for r ¼ 0:45,
(�min=�max ¼ 0:1) the anisotropy in C is �5% for our
choice of the FSs. Setting r ¼ 0:3 (�min=�max ¼ 0:4) we
found that this anisotropy drops below 1%, and its inver-
sion occurs at 0:15 & T=Tc0 < 0:2 for similar fields. Also,
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FIG. 3 (color online). The anisotropy of C=T (a),(b) and
�=T (c),(d) for r ¼ 0:55, gap with a pair of nodes close to the
�-M line. The overall behavior is similar to that for deep
minima, Fig. 2. The additional structure in C=T for near-nodal
directions disappears already at low T, panels (a) and (b);
Thermal transport shows additional structure to higher T, and
the twofold component is dominant, panels (c) and (d).

0 30 60 90
φ0

0.
17

0.
18

0.
19

0.
2

0.
21

0.15
0.10
0.05
0.02

[C/ T] / [C
N

/ Tc0]

0 30 60 90
φ0

0.
53

0.
54

0.
55

0.
56

0 30 60 90
φ0

0.
02

0.
04

0.
06

0.
08

[κ / T] / [κ
N

/ T
c0

]

0 30 60 90
φ0

0.
03

0.
04

0.
05

T / Tc0

H=0.02 H=0.40 H=0.02(a) (b) (c) (d) H=0.40

FIG. 2 (color online). The anisotropy of C=T (a),(b) and
�=T (c),(d) for a gap with deep minima along �-M line (�0 ¼
45
), as depicted in Fig. 1(a). Except for the low-T, low-H
regime, the minima in the gap are marked by the maximum of C.
For heat transport, note the same trend, and almost complete
absence of the twofold anisotropy in �ð�0Þ at low H and T *
0:05Tc0.
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above the inversion, the ratio �4=�2 is much smaller than
that for r ¼ 0:45. Of course, a larger minimal gap should
be evident from measurements even at zero field.

Conclusions.—We developed a framework for the cal-
culation of the anisotropy in the heat capacity and thermal
conductivity of two-band superconductors under rotated
magnetic field, presented the results for several models
of pnictides with anisotropic A1g (‘‘extended s’’) gap sym-

metry, and compared them with an experiment on the
Fe(Se,Te) system. We identify either minima (�min=
�max < 0:4) or nodes in the gap on the electronic FS along
the �-M line, contrary to Ref. [46]. We predict that com-
parison of the fourfold and twofold term in the anisotropy
of thermal transport will help distinguish between the two
scenarios. Experiments in a wider T-H range along with
the calculations based on realistic FS are clearly forth-
coming. Our work lays the foundation for determining
the gap structure from these measurements.

We thank A.V. Chubukov, P. J. Hirschfeld, Y. Matsuda,
and T. Shibauchi for valuable discussions, and acknowl-
edge partial support from DOE Grant No. DE-FG02-
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Note added.—After our manuscript was submitted simi-
lar conclusions were reached independently in Ref. [57].
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