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It is shown that unconventional critical phenomena commonly observed in paramagnetic metals

YbRh2Si2, YbRh2ðSi0:95Ge0:05Þ2, and �-YbAlB4 are naturally explained by the quantum criticality of

Yb-valence fluctuations. We construct the mode-coupling theory taking account of local correlation

effects of f electrons and find that unconventional criticality is caused by the locality of the valence

fluctuation mode. We show that measured low-temperature anomalies such as divergence of uniform spin

susceptibility �� T�� with � � 0:6 giving rise to a huge enhancement of the Wilson ratio and the

emergence of T-linear resistivity are explained in a unified way.
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Anomalous critical phenomena, which do not follow the
conventional spin-fluctuation theories [1–4] have been dis-
covered in paramagnetic metal phases in YbRh2Si2 [5,6],
YbRh2ðSi0:95Ge0:05Þ2 [7,8], and �-YbAlB4 [9]. The most
striking anomaly is that low-temperature uniform spin
susceptibility exhibits divergent behavior �ðTÞ � T��

with the anomalous critical exponent � ¼ 0:6 in
YbRh2ðSi0:95Ge0:05Þ2 and � ¼ 0:5 in �-YbAlB4 in spite
of no sign of a ferromagnetic phase nearby. In these
materials, the Sommerfeld constant exhibits the logarith-
mic divergence �e ¼ Ce=T �� lnT [5,8,9], giving rise
to a large Wilson ratio, i.e., a dimensionless ratio of � to
�e, RW ¼ 17:5 in YbRh2ðSi0:95Ge0:05Þ2 [7], and RW ¼ 6:5
in �-YbAlB4 [9], exceeding the conventional strong-
coupling value RW ¼ 2. The linear-T dependence of
low-T resistivity emerges in a wide-T range in YbRh2Si2
[5], YbRh2ðSi0:95Ge0:05Þ2 [8], and also �-YbAlB4 [9].
These observations suggest that there exists a new class
of materials showing similar critical phenomena, which are
unconventional.

So far, to explain YbRh2Si2 and YbRh2ðSi0:95Ge0:05Þ2,
theoretical efforts have been made [10–12]. In particular, a
scenario asserting that f electrons undergo a localized to
itinerant transition was extensively discussed [10,11].
However, YbRh2Si2 shows a large Sommerfeld constant
as �1:7=JmolK2 even inside of the antiferromagnetic
(AF) phase [8], indicating that heavy quasiparticles are
responsible for the AF state. Indeed, a band-structure
calculation showed evidence contrary to the scenario [13]
by demonstrating that a tiny valence change of Yb
can explain the Hall-coefficient measurement in
YbRh2Si2 [14].

Recently, in �-YbAlB4 the valence of Yb has been
detected as Ybþ2:75 (0.75 4f hole per Yb) at T ¼ 20 K,
suggesting strong valence fluctuations [15]. Close relation
of anomalous critical phenomena and valence fluctua-
tions has been also indicated in Ce0:9�xTh0:1Lax [16] and
in YbAuCu4 [17]. Both are related to typical

valence-transition materials: One is Ce metal, well known
as �� � transition [18], and the other is YbInCu4 [19],
both showing a discontinuous valence jump of a Ce and
Yb ion, respectively, when T and P are varied. Since the
first-order valence transition is an isostructural transition,
the critical end point exists in the T-P (and chemical
composition) phase diagram, as in the liquid-gas transition.
At x � 0:1 in Ce0:9�xTh0:1Lax, at which the critical end

point is most suppressed and is close to T ¼ 0 K [16],
critical phenomena rising from the quantum critical
end point were revealed: T-linear resistivity emerges prom-
inently and uniform spin susceptibility is enhanced at low T
giving rise to a large Wilson ratio, RW � 3. In YbAuCu4,
the uniform spin susceptibility is enhanced as�ðTÞ � T�0:6

as T decreases in spite of the fact that the AF transition
takes place at TN ¼ 0:8 K [20], similarly to YbRh2Si2.
Furthermore, the sharp Yb-valence crossover temperature
T�
vðHÞ is induced by applying a magnetic field [17], sug-

gesting that YbAuCu4 is located in the vicinity of the
quantum critical end point of the valence transition. It
should also be noted that the T-H phase diagram of
YbAuCu4 [17] closely resembles that ofYbRh2Si2 [6]. The
H dependence of the crossover temperature T�ðHÞ, emerg-
ing in several physical quantities [6], whose origin is un-
clear inYbRh2Si2 is quite similar to theT�

vðHÞ inYbAuCu4.
These observations strongly suggest the importance of

quantum criticality of valence transition as a key mecha-
nism of unconventional critical phenomena. From this
viewpoint, in this Letter, we resolve this outstanding
puzzle by showing that (a) uniform spin susceptibility
diverges with anomalous criticality �ðTÞ � T�� with
0:5 & � & 0:7 in paramagnetic metals even without prox-
imity to a ferromagnetic phase and (b) T-linear resistivity
emerges in the wide-T range.
Let us start our discussion by introducing a

minimal model which describes the essential part of the
Ce- and Yb-based systems in the standard notation: H ¼
Hc þHf þHhyb þHUfc

, where Hc ¼ P
k�"kc

y
k�ck�,
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The Ufc term is the Coulomb repulsion between 4f and

conduction electrons (holes) in Ce (Yb) systems, which
is considered to play an important role in the valence
transition [21].

To consider correlation effects by Uff, we employ

the slave-boson large-N expansion framework [22]. The
Hamiltonian H is generalized to the case with N-fold
degeneracy from � ¼" , # , and the slave-boson operator
bi is introduced to eliminate the doubly-occupied state for

Uff ! 1 under the constraint
P

mn
f
im þ Nbyi bi ¼ 1. The

Lagrangian is written as L ¼ L0 þL0:

L0¼
X
km

cykmð@�þ �"kÞckmþ
X
kk0m

fykmð@�þ �"f
k�k0 Þfk0m

þ Vffiffiffiffiffiffi
Ns

p X
kk0m

ðcykmfk0mb
y
k�k0 þH:c:Þþ N

Ns

X
kk0

byk�k�k0bk0

L0 ¼�Ufc

2

X
im

ðncimþnfimÞþ
Ufc

N

X
imm0

nfimn
c
im0 ;

where �k is the Lagrange multiplier to impose the con-

straint, and �"k � "k þ Ufc

2 and �"f
k�k0 � ð"f þ Ufc

2 Þ	kk0 þ
1ffiffiffiffi
Ns

p �k�k0 . We here separateL asL0 andL0 to perform the

expansion with respect to theUfc term after taking account

of the local correlation of the Uff term.

For expð�S0Þ with the action S0 ¼
R�
0 d�L0ð�Þ, the

saddle point solution is obtained via the stationary condi-
tion 	S0 ¼ 0 by approximating spatially uniform and time
independent ones, i.e., �q ¼ �	q and bq ¼ b	q. The so-

lution is obtained by solving mean-field equations
@S0=@� ¼ 0 and @S0=@b ¼ 0 self-consistently.

For S0 ¼ R�
0 d�L

0ð�Þ, we introduce the identity applied

by a Stratonovich-Hubbard transformation e�S0 ¼R
D’ exp

hP
im

R�
0 d�

n
� Ufc

2 ’imð�Þ2 þ i
Ufcffiffiffi
N

p ðcimfyim�
fimc

y
imÞ
o
’imð�Þ

i
. The partition function is expressed as

Z ¼ R
Dðccyffy’Þ expð�SÞ with S ¼ S0 þ S0. By

performing Grassmann number integrations for ccy and

ffy, we obtain Z ¼ R
D’ expð�S½’�Þ with S½’� ¼P

m

P
�q ’mð �qÞ’mð� �qÞ � Tr ln½�Ĝ�1

0 þ V̂� � �Nffiffiffiffi
Ns

p �jbj2 þ
�Nq0

ffiffiffiffiffiffi
Ns

p
�. Here, the abbreviation �q � ðq; i!lÞ with

!l ¼ 2l
T is used, and Ĝ0 and V̂ are defined as

Ĝ�1
0 �

i"n� �"k � Vb�ffiffiffiffi
Ns

p

� Vbffiffiffiffi
Ns

p i"n� �"f0

0
B@

1
CA	kk0 ; V̂� 0 ~’m �k �k0

~’m �k �k0 0

 !

with ~’m �k �k0 � Ufcffiffiffiffiffiffiffiffiffiffi
�NNs

p ’mð �k� �k0Þ, respectively. Here, �k �
ðk; i"nÞwith "n ¼ ð2nþ 1Þ
T, and eachmatrix element of

Ĝ0 is defined as ðĜ0Þ11 � Gcc
0 , ðĜ0Þ12 � Gcf

0 , ðĜ0Þ21�Gfc
0 ,

and ðĜ0Þ22 � Gff
0 . By using Tr ln½�Ĝ�1

0 þ V̂� ¼
Tr ln½�Ĝ�1

0 � �P1
n¼1

1
nTrðĜ0V̂Þn, we obtain

S½’�¼X
m

�
1

2

X
�q

�2ð �qÞ’mð �qÞ’mð� �qÞþ X
�q1; �q2; �q3

�3ð �q1; �q2; �q3Þ

�’mð �q1Þ’mð �q2Þ’mð �q3Þ	
�X3
i¼1

�qi

�

þ X
�q1; �q2; �q3; �q4

�4ð �q1; �q2; �q3; �q4Þ�’mð �q1Þ’mð �q2Þ

�’mð �q3Þ’mð �q4Þ	
�X4
i¼1

�qi

�
þ���

�
: (2)

Here, constant terms independent of ’mð �qÞ are omitted
in Eq. (2) since they merely shift the origin of the free
energy of the system. The coefficient of the quadratic
term is given by

�2ðq;i!lÞ¼Ufc

�
1�2Ufc

N
f�ffcc

0 ðq;i!lÞ��cfcf
0 ðq;i!lÞg

�
;

(3)

where ����	
0 ðq; i!lÞ � � T

Ns

P
k;nG

��
0 ðkþ q; i"n þ i!lÞ

G�	
0 ðk; i"nÞ. Since long wavelength jqj 	 qc around

q ¼ 0 and low frequency j!j 	 !c regions play dominant
roles in critical phenomena with qc and !c being cutoffs
for momentum and frequency in the order of inverse of
the lattice constant and the effective Fermi energy, respec-
tively, �i for i ¼ 2, 3, and 4 are expanded for q and !
around (0, 0):

�2ðq; i!lÞ � �þ Aq2 þ C
j!lj
q

(4)

where � ¼ Ufc½1 � 2Ufc

N f�ffcc
0 ð0; 0Þ � �cfcf

0 ð0; 0Þg�,
�3ðq1; q2; q3Þ � v3=

ffiffiffiffiffiffiffiffiffi
�Ns

p
, and �4ðq1; q2; q3; q4Þ �

v4=ð�NsÞ.
Different from ordinary critical phenomena of spin

fluctuations [1–4], there appears a cubic term in Eq. (2)
in general for the valence fluctuation case [23]. Let us
here apply the Hertz’s renormalization-group procedure
[3] to S½’�: (a) Integrating out high momentum and fre-
quency parts for qc=s < q < qc and !c=s

z < !<!c,
respectively, with s being a dimensionless scaling parame-
ter (s 
 1) and z the dynamical exponent. (b) Scaling of
q and ! by q0 ¼ sq and !0 ¼ sz!. (c) Rescaling of ’ by
’0ðq0; !0Þ ¼ sa’ðq0=s;!0=sÞ. Then, we determined that to
make the Gaussian term in Eq. (2) scale invariant, a must
satisfy a ¼ �ðdþ zþ 2Þ=2 with d spatial dimension and
the dynamical exponent z ¼ 3. The renormalization-group

equations for coupling constants vj are derived as dv3

ds ¼
½6� ðdþ zÞ�v3 þOðv2

3Þ, and dv4

ds ¼ ½4� ðdþ zÞ�v4 þ
Oðv2

4Þ, for cubic and quadratic terms, respectively. By
solving these equations, it is shown that higher order terms
than the Gaussian term are irrelevant

lim
s!1vjðsÞ ¼ 0 for j 
 3 (5)
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for dþ z > 6. For the case of d ¼ 3 and z ¼ 3, it is shown
that the cubic term is marginally irrelevant [21]. Hence, the
universality class of the criticality of valence fluctuations
belongs to the Gaussian fixed point. This implies that
critical valence fluctuations are qualitatively described by
the RPA framework with respect to Ufc. The coefficient of

the Gaussian term in Eq. (2) is nothing but the inverse
of the valence susceptibility �2ðq; i!lÞ � �vðq; i!lÞ�1.

Since evaluation of �ffcc
0 ðq; i!lÞ and �cfcf

0 ðq; i!lÞ
using the saddle point solution for expð�S0Þ concludes

�ffcc
0 � �cfcf

0 (see Fig. 2 and text below), it turns out

that �v is expressed by the RPA form �vðq; i!lÞ ¼R�
0 d�hT�nfðq; �Þnfð�q; 0Þiei!l� � U�1

fc ½1 � 2Ufc

N �ffcc
0

ðq; i!lÞ��1, as shown in Fig. 1.
An important consequence of this result is that dynami-

cal f-spin susceptibility �þ�
f ðq; i!lÞ �

R�
0 d�hT�S

þ
f ðq; �Þ

S�f ð�q; 0Þiei!l� has a common structure with �v in the

RPA framework as shown in Fig. 1. At the quantum critical
end point of the valence transition, namely, the quantum
critical point (QCP), the valence susceptibility �vð0; 0Þ
diverges. The common structure indicates that �þ�

f ð0; 0Þ
also diverges at the QCP. The uniform spin susceptibility is

given by � � �f
s � 3

2�
2
Bg

2
f�

þ�
f ð0; 0Þ with �f

s uniform

f-spin susceptibility, �B the Bohr magneton, and gf
Lande’s g factor for f electrons. This gives a qualitative
explanation for the fact that uniform spin susceptibility
diverges at the QCP of valence transition under a magnetic
field, which was shown by the slave-boson mean-field
theory applied to the Hamiltonian H [24]. Numerical cal-
culations for H in d ¼ 1 by the density matrix renormal-
ization group [24] and in d ¼ 1 by the dynamical mean
field theory [25] also showed the simultaneous divergence
of �v and uniform spin susceptibility under the magnetic
field, reinforcing the above argument based on RPA.

The other important point of the present theory is that

the ‘‘unperturbed’’ term L0, i.e., Ĝ0, already contains the
local correlation effect by Uff. This effect plays a key role

in critical phenomena in Ce- and Yb-based systems, which
will be shown below to be the origin of the unconventional
criticality. The local correlation effect emerges as disper-

sionless, almost q-independent �ffcc
0 ðq; 0Þ and �cfcf

0 ðq; 0Þ
in Eq. (3), as shown in Fig. 2(a). Here, the saddle
point solution for expð�S0Þ is employed for a typical
parameter set of heavy-electron systems: D ¼ 1,
V ¼ 0:5, and Uff ¼ 1 at total filling n ¼ 7=8 with

"k ¼ k2=ð2m0Þ �D and n � �nf þ �nc, where �nf and �nc
are the number of f electrons and conduction electrons per
‘‘spin’’ and site, respectively. The bare mass m0 is chosen
such that the integration from �D to D of the density of
states of conduction electrons per ‘‘spin’’ is equal to 1. This
local nature is reflected in the inverse of valence suscepti-
bility in Eq. (4) as an extremely small coefficient A. We
note here that this flat-q result is obtained not only for deep
"f with �nf ¼ 1=2 in the Kondo regime, but also for shal-

low "f with �nf < 1=2 in the valence-fluctuating regime

[see Fig. 2(b)]. Here, we note that the c� f hybridization
is always finite.
To clarify how this local nature causes unconventional

criticality, we construct a self-consistent renormalization
(SCR) theory for valance fluctuations. Although higher
order terms vj (j 
 3) in S½’� are irrelevant as shown in

Eq. (5), the effect of their mode couplings affects low-T
physical quantities significantly as is well known in spin-
fluctuation theories [1–4]. To construct the action using the
best Gaussian taking account of the mode-coupling effects
up to the 4th order (j � 4) in S½’�, we employ Feynman’s
inequality on the free energy: F � Feff þ ThS� Seffieff �
~Fð�Þ. Here, Seff½’� ¼ 1

2

P
m

P
q;lð� þ Aq2 þ Cqj!ljÞ

j’mðq; i!lÞj2, and � is determined to make ~Fð�Þ be
optimum. By optimal condition d ~Fð�Þ=d� ¼ 0, the
self-consistent equation for �, i.e., the SCR equation,
is obtained: � ¼ �0 þ 3v4h’2

mi2eff=Ns, where h’2
mieff ¼

T
P

q;lð�þ Aq2 þ Cqj!ljÞ�1. Here, we write h’2
mieff in a

general form using Cq, which is given by Cq �
C=maxfq; l�1

i g with li being the mean-free path by
impurity scattering [26]. When the system is clean, i.e.,
Cq ¼ C=q, the SCR equation in d ¼ 3 in the Aq2B & �

regime with qB being the momentum at the Brillouin Zone
is given by

y ¼ y0 þ 3

2
y1t

�
x3c
6y

� 1

2y

Z xc

0
dx

x3

xþ t
6y

�
; (6)

where y � �=ðAq2BÞ, t � T=T0, T0 � Aq3B=ð2
CÞ, x �
q=qB, xc � qc=qB, and y0 and y1 are constants. When

y � t, y / t2=3 is obtained from Eq. (6) at the QCP with
y0 ¼ 0. This indicates that the valence susceptibility

Γ
f f

Γ
f f

f fc c c c

FIG. 1. Feynman diagrams for dynamical valence susceptibil-
ity and dynamical spin susceptibility for f electrons. Solid lines
and dashed lines represent the f- and conduction-electron Green

functions, Gff
0 and Gcc

0 , respectively. Wiggly lines represent Ufc.
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FIG. 2 (color). (a) q dependence of �ffcc
0 ðq; 0Þ (solid line) and

�cfcf
0 ðq; 0Þ (dashed line) calculated by using saddle point solu-

tion of expð�S0Þ for "f ¼ �1 (green), �0:5 (red), and 0.0

(black). (b) �nf vs "f. (a) and (b) are results for D ¼ 1, V ¼
0:5, and Uff ¼ 1 at n ¼ 7=8.
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shows unconventional criticality �vð0; 0Þ ¼ ��1 / t�2=3.
Figure 3(a) shows numerical solutions of Eq. (6). Note here
that the coefficient A is quite small as shown above, giving
rise to quite small T0ð¼ Aq3B=ð2
CÞ 	 TFÞ so that the
region of t � T=T0 shown in Fig. 3 corresponds to that
of T 	 TF �OðDÞ. Hence, a wide range of t ¼ T=T0

is shown in the plot. The least square fit of the data for
5 � t � 100 gives y / t0:551. Since the Gaussian fixed
point ensures the simultaneous divergence of valence sus-
ceptibility and uniform f-spin susceptibility as discussed

above, �f
s shows divergent behavior �t�� with 0:5 & � &

0:7 depending on the temperature range in agreement with
experiments in YbRh2ðSi0:95Ge0:05Þ2 and �-YbAlB4. We
note that the NMR or NQR relaxation rate is shown to be

ðT1TÞ�1 � �f
s ðtÞ / t�� , which also quantitatively agrees

with ðT1TÞ�1 � T�0:5 in YbRh2Si2 [27].
We should note here that in the T ! 0 limit, although it

may be experimentally difficult to access such a low tem-
perature overcoming the smallness of A, the SCR equation
follows the conventional z ¼ 3 type [1,3,4] in the clean

system, giving rise to y / t4=3. Then, at the QCP (y0 ¼ 0),

as t decreases, a crossover from y / t2=3 to y / t4=3 occurs.
In reality, however, because of the smallness of A, the
low-T range is extremely elongated by the relation
t ¼ T=T0 with T0 / A, which makes it possible that un-
conventional criticality dominates over the experimentally
accessible low-temperature region.

We note that the electrical resistivity 
ðTÞ shows a
T-linear dependence in the regime t * 5 (y * 1)
where Eq. (6) is applicable, as shown in Fig. 3(b). Here,
following a formalism of Ref. [28], 
ðTÞ is calculated as

ðTÞ / 1

T

R1
�1 d!!nð!Þ½nð!Þ þ 1� Rqc

0 dqq3Im�R
vðq; !Þ

with nð!Þ ¼ 1=ðe�! � 1Þ being the Bose distribution
function, and �R

vðq;!Þ ¼ ð�þ Aq2 � iCq!Þ�1, a re-

tarded valence susceptibility. Here, yðtÞ in Fig. 3(a) is
used for the clean system Cq ¼ C=q, and the normaliza-

tion constant is taken as 1 in the 
ðtÞ plot. The emergence
of 
ðtÞ / t behavior can be understood from the locality of
valence fluctuations: In the system with a small coefficient
A, where the local character is strong, the dynamical
exponent may be regarded as z ¼ 1 when we write Cq

in a general form as Cq ¼ C=qz�2. By using this expres-

sion in �R
vðq;!Þ in the calculation of 
ðTÞ for z ¼ 1, we

obtain 
ðTÞ / T toward T ! 0 K. This result indicates
that the locality of valence fluctuations causes the
T-linear resistivity. The emergence of 
ðTÞ / T by valence
fluctuations was shown theoretically on the basis of the
valence susceptibility �v which has an approximated form
for z ¼ 1 in Ref. [29].
The evaluation of the quasiparticle self-energy for a

valence fluctuation exchange process by using the �v

shows that Re�ð"Þ / " lnð"Þ [30], which leads to a
logarithmic-T dependence in the specific heat C=T for a
certain-T range [31]. The detailed T dependence of C=T
will be discussed in a separate paper.
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FIG. 3 (color online). (a) Numerical solutions of Eq. (6) for
y0 ¼ 0:0 (at QCP), 0.3, and 0.6 at y1 ¼ 1 and xc ¼ 1.
(b) Electrical resistivity 
ðTÞ calculated by using yðtÞ in (a).
Dashed line represents the linear-t fit.
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