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We rederive the equations of motion of dissipative relativistic fluid dynamics from kinetic theory. In

contrast with the derivation of Israel and Stewart, which considered the second moment of the Boltzmann

equation to obtain equations of motion for the dissipative currents, we directly use the latter’s definition.

Although the equations of motion obtained via the two approaches are formally identical, the coefficients

are different. We show that, for the one-dimensional scaling expansion, our method is in better agreement

with the solution obtained from the Boltzmann equation.
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Dissipative relativistic fluid dynamics is an effective
theory to describe the long-wavelength, low-frequency
dynamics of various systems, with important applications
in relativistic heavy-ion collisions and astrophysics [1].
However, the derivation of dissipative relativistic fluid
dynamics from the underlying microscopic theory is not
yet completely established.

It can be rigorously shown that, in the nonrelativistic,
classical, dilute-gas limit, the Boltzmann equation be-
comes equivalent to the microscopic Bogoliubov-Born-
Green-Kirkwood-Yvon (BBGKY) hierarchy equations
[2]. In the relativistic case and/or for quantum fluids, a
rigorous proof of this equivalence does not exist. Never-
theless, under certain approximations one can derive the
Boltzmann equation from the Kadanoff-Baym equations
[3]. Therefore, it is reasonable to assume that the
Boltzmann equation constitutes a reliable approximation
to the underlying microscopic dynamics, in particular, in
the dilute-gas limit. Then, fluid dynamics can be system-
atically derived by introducing an appropriate coarse-
graining scheme.

The Chapman-Enskog expansion [4] is the most com-
mon method to extract the fluid-dynamical equations of
motion from the Boltzmann equation. However, this
method is not suitable for relativistic systems, since it
will inevitably lead to relativistic Navier-Stokes theory
which displays intrinsic problems such as acausality and
instabilities [5–7].

Israel and Stewart (IS) derived relativistic fluid-
dynamical equations that do not exhibit this problem, by
extending the method proposed by Grad for nonrelativistic
systems [8]. In Grad’s original work, the single-particle
distribution function is expanded around its local equilib-
rium value in terms of a complete set of Hermite poly-
nomials [9]. However, the generalization of Grad’s
approach to relativistic systems is nontrivial, since it is not
easy to find a suitable set of orthogonal polynomials which

could replace the Hermite polynomials [10,11]. Thus,
Israel and Stewart introduced another approximation, the
so-called 14-moment approximation [12], where the dis-
tribution function is expanded as a Taylor series in mo-
mentum around its local equilibrium value. The expansion
is truncated at second order in momentum and only 14
coefficients remain to describe the distribution function.
It is important to note that the derivation of Israel and

Stewart contains one additional approximation besides the
14 moments ansatz: they used the second moment of the
Boltzmann equation to extract the equations of motion for
the dissipative currents and, hence, to determine the trans-
port coefficients [10–12]. However, this choice to extract
the equations of motion is ambiguous, because any mo-
ment of the Boltzmann equation will lead to a closed set of
equations, once the 14-moment approximation is applied.
The transport coefficients appearing in the final equations
depend on the choice of the moment.
Thus, the choice of the moment is quite an important

issue [13]. In fact, it was confirmed that, at least for some
cases, the IS equations are not in good agreement with the
numerical solution of the Boltzmann equation [14,15].
Also, the transport coefficients obtained by Israel and
Stewart do not coincide with quantum-field theoretical
calculations [16]. These inconsistencies may arise because
of an inappropriate choice of the moment equation.
Then, which moment should be used to derive fluid

dynamics? Remember that we are interested in the equa-
tions of motion for the dissipative currents. Furthermore,
the dissipative currents are well defined in terms of the
single-particle distribution function from the kinetic point
of view. Therefore, we can calculate the equations of
motion for all the dissipative currents directly from their
definitions without referring to an arbitrary moment of the
Boltzmann equation. The purpose of this Letter is to derive
new fluid-dynamical equations following this idea. We
shall show that the form of these equations is the same as
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in the IS theory, but the values of the coefficients are
different. For the one-dimensional scaling expansion, we
demonstrate that the new equations agree better with a
numerical solution of the Boltzmann equation than the IS
equations.

We start from the relativistic Boltzmann equation

K�@�fK ¼ C½f�; (1)

where K� ¼ ðEk;kÞ with Ek ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þm2

p
with m being

the particle mass. In the collision term we consider only
elastic two-to-two collisions,

C½f� ¼ 1

2

Z
dK0dPdP0WKK0!PP0

� ðfPfP0 ~fK ~fK0 � fKfK0 ~fP ~fP0 Þ: (2)

Here, dK � gd3 ~K=½ð2�Þ3Ek� is the Lorentz-invariant
measure, with g being the degeneracy factor, and
WKK0!PP0 is the transition rate of the collision. We used

the notation fK � fðx�;K�Þ and ~fK � 1� afðx�; K�Þ,
where a ¼ 1 (a ¼ �1) for fermions (bosons) and a ¼ 0
for a Boltzmann gas.

The conserved particle current N� and the energy-
momentum tensor T�� are expressed in terms of the
single-particle distribution function as

N� ¼ hK�i; (3)

T�� ¼ hK�K�i; (4)

where h� � �i � R
dKð� � �ÞfK.

We introduce the fluid four-velocity u� as an eigenvec-
tor of the energy-momentum tensor, T��u� ¼ "u�, where

the eigenvalue " is the energy density [17]. Then, we can
decompose the four-momentum as

K� ¼ ðu � KÞu� þ Kh�i: (5)

Here, we defined the scalar product of two four-vectors A�,
B� as A�B

� � A � B and we introduced the projection

operator ��� ¼ g�� � u�u� and Ah�i ¼ ���A� for an
arbitrary four-vector A�. The metric tensor is g�� �
diagðþ;�;�;�Þ.

Using this decomposition, N� and T�� can be written in
the form,

N� ¼ nu� þ n�;

T�� ¼ "u�u� � ���ðPþ�Þ þ ���;
(6)

where the particle density n, the particle diffusion current
n�, the energy density ", the shear stress tensor ���, and
the sum of thermodynamic pressure, P0, and bulk viscous
pressure, �, are defined by

n � hu � Ki; n� � hKh�ii; " � hðu � KÞ2i;

��� � hKh�K�ii; P0 þ� � � 1

3
h���K�K�i;

(7)

where Ah��i � �����A��, with ����� � ð������ þ
������ � 2

3 �
�����Þ=2. We define the local equilibrium

distribution function as f0K ¼ ½expð�0u � K � �0Þ
þa��1, where �0 and �0 are the inverse temperature and
the ratio of the chemical potential to temperature, respec-
tively. These are defined by the matching conditions

n � n0 ¼ hu � Ki0; " � "0 ¼ hðu � KÞ2i0; (8)

where h� � �i0 �
R
dKð� � �Þf0K.

The separation between thermodynamic pressure and
bulk viscous pressure is then achieved by

P0 ¼�1

3
h���K�K�i0; �¼�1

3
h���K�K�i�; (9)

with h� � �i� � h� � �i � h� � �i0.
So far, there is no difference between the calculation of

Israel and Stewart and ours. The difference emerges in the
derivation of the equations of motion for the dissipative
currents. Israel and Stewart obtained these equations from
the second moment of the Boltzmann equation [11,12]

@�hK�K�K�i ¼
Z

dKK�K�C½f�: (10)

Then, the equations of motion for �, n�, and ���

are obtained by the projections u�u�@�hK�K�K�i,
��

�u�@�hK�K�K�i, and ���
�� @�hK�K�K�i, respectively,

together with the 14-moment approximation for the
single-particle distribution function (see below). These
equations determine the time evolution of �, n�, and

��� through their comoving derivatives, _�, _qh�i �
��� _q�, and _�h��i � ����� _���, respectively, where _A �
u � @A is the comoving derivative.
However, we can calculate these comoving derivatives

also directly from Eq. (7):

_� ¼ � 1

3
m2

Z
dK� _f; (11)

_n h�i ¼
Z

dKKh�i� _f; (12)

_� h��i ¼
Z

dKKh�K�i� _f: (13)

Then, using the Boltzmann Eq. (1) in the form

� _f ¼ � _f0 � 1

u � KK � rfþ 1

u � KC½f�; (14)

where r� � ���@�, we obtain the exact equations

_� ¼ �C� ���� 	����þ 	���
��
��

� 	�n@ � nþm2

3
r�hðu � KÞ�1Kh�ii�

þm2

3
hðu � KÞ�2K�K�i�r�u�; (15)

_nh�i ¼C�þ�nr��0�n���n �ru�þh0ð� _u��r��Þ
þh0�

��@��
�
���

�
�r�hðu �KÞ�1Kh�iKh�ii�

�hðu �KÞ�2Kh�iK�K�i�r�u�; (16)
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_�h��i ¼ C�� þ 2��

�� � 5

3
����

� 2�h�
� 
�i� þ 2�h�

� !�i� þ 2�
��

� �
��
�
r�hðu � KÞ�1Kh�iKh
iKh�ii�

� hðu � KÞ�2Kh�K�iK�K�i�r�u�; (17)

where h0 ¼ n0=ð"0 þ P0Þ, and we introduced the vorticity
!�� � 1

2 ðr�u� �r�u�Þ, the shear tensor 
�� � rh�u�i
and the expansion scalar � � r�u

�. Above, we used the

following notation for the collision terms,

C ¼ m2

3

Z
dKðu � KÞ�1C½f�;

C� ¼
Z

dKðu � KÞ�1Kh�iC½f�;

C�� ¼
Z

dKðu � KÞ�1Kh�K�iC½f�:

(18)

However, because the remaining terms in angular brack-
ets cannot be entirely expressed in terms of the macro-
scopic variables (7), Eqs. (15)–(17), are not closed. In order
to obtain a closed set of equations, we use the 14-moment
approximation for the single-particle distribution function
introduced by Israel and Stewart

fK ¼ f0K þ f0K ~f0Kð���þ �nn�K
� þ �����K

�K�Þ;
(19)

and insert this into Eqs. (15)–(17), to compute the terms in
angular brackets. This system of equations is now closed,
since the approximation (19) solely involves the quantities
of Eq. (7). The coefficients ��, �n and �� are well-known
functions of u � K, �0, and �0, see e.g., Refs. [10–12] for
details.

We finally obtain the equations of dissipative relativistic
fluid dynamics,

_� ¼ � �

��
� ���� ‘�n@ � n� ��nn � _u

� ������ ��nn � r�0 þ ����
��
��; (20)

_nh�i ¼ �n�

�n
þ �nr��0 � n�!

�� � �nnn
��

� ‘n�r��þ ‘n��
��@��

�
� þ �n�� _u�

� �n��
�
� _u� � �nnn

�

�
� þ �n��r��0

� �n��
��r��0; (21)

_�h��i ¼ ����

��
þ 2��


�� þ 2�h�
� !�i� � ��nn

h� _u�i

þ ‘�nrh�n�i � ����
���� ����

h�
� 
�i�

þ ��nn
h�r�i�0 þ ����
��: (22)

The derived equations contain 25 transport coefficients,
of which we only show the following three coefficients
explicitly,

��¼
�
1

3
�c2s

�
ð"0þP0Þ�2

9
ð"0�3P0Þ�m4

9
hðu �KÞ�2i0;

(23)

�n ¼ 2

3�0

h1i0 þ m2

3�0

hðu � KÞ�2i0 � n0
�0

h0; (24)

�� ¼ 4

5
P0 þ 1

15
ð"0 � 3P0Þ �m4

15
hðu � KÞ�2i0; (25)

where the velocity of sound (squared) is c2s ¼
ðdP0=d"0Þs0=n0 where s0 is the entropy density. The other

coefficients will be reported in Ref. [18]. While the form of
the derived Eqs. (20)–(22), are the same as those obtained
in previous calculations [19], the transport coefficients are
different. That is, the derivation of the equations of dis-
sipative relativistic fluid dynamics from the Boltzmann
equation is ambiguous and depends on the method applied.
However, in the nonrelativistic (low-temperature) limit, the
set of transport coefficients as computed with the method
of Israel and Stewart and ours converge to the same values.
We remark that the equations of Ref. [19] were derived
from the second moment of the Boltzmann equation just as
the original IS equations [12]. Nevertheless, they contain
additional terms that do not appear in Ref. [12]. The reason
is that the power-counting scheme of Ref. [19] differs from
the one employed by IS [12]. Despite this difference, we
still refer to the equations of Ref. [19] as IS equations in the
following.
Now we would like to quantify the difference between

the IS equations and ours at hand of a simple example. We
consider a massless Boltzmann gas equation of state and
the one-dimensional Bjorken scaling expansion, where the
velocity is given by u� ¼ 1

� ðt; 0; 0; zÞ, and the fluid-

dynamical variables are only a function of the proper
time �. Then, � and n� vanish. The shear stress tensor
��� has only diagonal components and can be character-
ized by a function � as ��� ¼ diagð0; �=2; �=2;��Þ.
The equation for � is given by

d�

d�
þ �

��
¼ ��

4

3�
� �

�

�
: (26)

In the massless limit, our transport coefficients simplify,

�� ¼ 4P0

5
; ��1

� ¼ 3

5

P0�0;

� � 4

9
��� þ ��� ¼ 124

63
;

(27)

where 
 is the total cross section [20]. Here we assumed
that 
 is independent of energy and momentum as is done
in Refs. [14,15]. As mentioned above, the form of Eq. (27)
is identical to that of the IS theory, but the transport
coefficients assume different values. In the IS theory, these
coefficients are given by

�� ¼ 2P0

3
; ��1

� ¼ 5

9

P0�0; � ¼ 2: (28)
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Equation (26) couples to the equation of the pressure which
is given by

dP0

d�
þ 4P0

3�
� �

3�
¼ 0: (29)

In Fig. 1, we show the time dependence of the anisotropy
of the effective pressure, which is defined by

PLð�Þ
PTð�Þ

¼ P0ð�Þ � �ð�Þ
P0ð�Þ þ �ð�Þ=2 : (30)

We used T ¼ 500 MeV and � ¼ 0 as initial condition. The
solid and dashed lines represent our result and the result of
the IS theory, respectively. The circles correspond to the
numerical solution of the Boltzmann equation [15]. This
calculation is performed with values for the cross section
such that the shear viscosity
 � ���� to entropy density s
ratio is constant. Since all the results must be compared by
fixing a common cross section, 
 ¼ 4=ð3
�0Þ and 
IS ¼
6=ð5
�0Þ (the shear viscosity of the IS theory) have differ-
ent values and are related by 
 ¼ 10

9 
IS.

One can see that the IS theory always overestimates
the anisotropy obtained by the numerical solution of
the Boltzmann equation, even for very low viscosities
(
IS=s ¼ 0:05). On the other hand, our equations clearly
show a better agreement. Visible deviations are only ob-
served for the case of 
=s ¼ 3:33 at late times. This result
indicates that our fluid-dynamical approach is better
adapted than the IS theory to capture the microphysics
contained in the Boltzmann equation.

In summary, we have proposed a new method for deriv-
ing the fluid-dynamical equations from kinetic theory. In
our approach, the equations for the dissipative currents are
obtained directly from the definitions of these currents.
This method is different from the traditional IS approach
[12], where the equations are extracted from the second

moment of the Boltzmann equation. Our method can
successfully reproduce the numerical solution of the
Boltzmann equation for the simple one-dimensional scal-
ing expansion. It is also important to mention that the
transport coefficients of our kinetic calculation are consis-
tent with those calculated from quantum field theory with
the method proposed in Ref. [16].
The authors thank A. El, C. Greiner, H. Niemi, P.

Huovinen, and T. Kodama for fruitful discussions and their
interest in this work. T. K. acknowledges inspiring discus-
sions with T. Hatsuda, T. Hirano, and A. Monnai. This
work was supported by the Helmholtz International Center
for FAIR within the framework of the LOEWE program
launched by the State of Hesse.

[1] See for example, P. Huovinen and P. V. Ruuskanen, Annu.
Rev. Nucl. Part. Sci. 56, 163 (2006), and references therein.

[2] R. L. Liboff, Kinetic Theory: Classical, Quantum, and
Relativistic Descriptions (Springer-Verlag, New York,
2003).

[3] G. Baym and L. P. Kadanoff, Phys. Rev. 124, 287 (1961).
[4] S. Chapman and T.G. Cowling, The Mathematical Theory

of Non-Uniform Gases, (Cambridge University Press,
Cambridge, 1970), 3rd ed.W. Israel, J. Math. Phys.
(N.Y.) 4, 1163 (1963).

[5] W.A. Hiscock and L. Lindblom, Ann. Phys. (N.Y.) 151,
466 (1983); Phys. Rev. D 31, 725 (1985); Phys. Rev. D 35,
3723 (1987); Phys. Lett. A 131, 509 (1988).

[6] G. S. Denicol, T. Kodama, T. Koide, and Ph. Mota, J. Phys.
G 35, 115102 (2008).

[7] S. Pu, T. Koide, and D.H. Rischke, Phys. Rev. D 81,
114039 (2010).

[8] H. Grad, Commun. Pure Appl. Math. 2, 331 (1949).
[9] H. Grad, Commun. Pure Appl. Math. 2, 325 (1949).
[10] S. R. de Groot, W.A. van Leeuwen, and Ch.G. van Weert,

Relativistic Kinetic Theory—Principles and Applications
(North-Holland, Amsterdam, 1980).

[11] J.M. Stewart, Non-Equilibrium Relativistic Kinetic
Theory (Springer-Verlag, Berlin, 1971); Proc. R. Soc. A
357, 59 (1977).

[12] W. Israel and J.M. Stewart, Ann. Phys. (N.Y.) 118, 341
(1979).

[13] L. S. Garcı́a-Colı́n, R.M. Velasco, F. J. Uribe, Phys. Rep.
465, 149 (2008).

[14] P. Huovinen and D. Molnar, Phys. Rev. C 79, 014906
(2009); Nucl. Phys. A 830, 475c (2009).

[15] A. El, Z. Xu, and C. Greiner, Phys. Rev. C 81, 041901
(2010).

[16] G. S. Denicol, X.G. Huang, T. Koide, and D.H. Rischke,
arXiv:1003.0780.

[17] L. D. Landau and E.M. Lifshitz, Fluid Mechanics,
(Pergamon; Addison-Wesley, London, U.K.; Reading,
U.S.A., 1959).

[18] G. S.Denicol,T.Koide, andD.H.Rischke (tobepublished).
[19] B. Betz, D. Henkel, and D.H. Rischke, Prog. Part. Nucl.

Phys. 62, 556 (2009); J. Phys. G 36, 064029 (2009).
[20] Z. Xu and C. Greiner, Phys. Rev. C 71, 064901 (2005).

FIG. 1. Time evolution of the ratio PL=PT for our equations
(solid line), the IS equations (dashed line), and the numerical
solution of the Boltzmann equation (circles).

PRL 105, 162501 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending

15 OCTOBER 2010

162501-4

http://dx.doi.org/10.1146/annurev.nucl.54.070103.181236
http://dx.doi.org/10.1146/annurev.nucl.54.070103.181236
http://dx.doi.org/10.1103/PhysRev.124.287
http://dx.doi.org/10.1063/1.1704047
http://dx.doi.org/10.1063/1.1704047
http://dx.doi.org/10.1016/0003-4916(83)90288-9
http://dx.doi.org/10.1016/0003-4916(83)90288-9
http://dx.doi.org/10.1103/PhysRevD.31.725
http://dx.doi.org/10.1103/PhysRevD.35.3723
http://dx.doi.org/10.1103/PhysRevD.35.3723
http://dx.doi.org/10.1016/0375-9601(88)90679-2
http://dx.doi.org/10.1088/0954-3899/35/11/115102
http://dx.doi.org/10.1088/0954-3899/35/11/115102
http://dx.doi.org/10.1103/PhysRevD.81.114039
http://dx.doi.org/10.1103/PhysRevD.81.114039
http://dx.doi.org/10.1002/cpa.3160020403
http://dx.doi.org/10.1002/cpa.3160020402
http://dx.doi.org/10.1098/rspa.1977.0155
http://dx.doi.org/10.1098/rspa.1977.0155
http://dx.doi.org/10.1016/0003-4916(79)90130-1
http://dx.doi.org/10.1016/0003-4916(79)90130-1
http://dx.doi.org/10.1016/j.physrep.2008.04.010
http://dx.doi.org/10.1016/j.physrep.2008.04.010
http://dx.doi.org/10.1103/PhysRevC.79.014906
http://dx.doi.org/10.1103/PhysRevC.79.014906
http://dx.doi.org/10.1016/j.nuclphysa.2009.10.104
http://dx.doi.org/10.1103/PhysRevC.81.041901
http://dx.doi.org/10.1103/PhysRevC.81.041901
http://arXiv.org/abs/1003.0780
http://dx.doi.org/10.1016/j.ppnp.2008.12.018
http://dx.doi.org/10.1016/j.ppnp.2008.12.018
http://dx.doi.org/10.1088/0954-3899/36/6/064029
http://dx.doi.org/10.1103/PhysRevC.71.064901

