
Imaging Protein Statistical Substate Occupancy in a Spectrum-Function Phase Space

W. DeWitt and K. Chu*

Department of Physics, Cook Physical Sciences, University of Vermont, Burlington, Vermont 05405, USA
(Received 7 March 2010; published 24 August 2010)

Hemeprotein ligand rebinding studies reveal varying IR absorbance and rebinding functions across a

cryogenic ensemble. Since IR-active vibrations and rebinding barriers couple to structural coordinates,

spectral and functional heterogeneity arise from conformational heterogeneity. Modeling rebinding data

as a spectrally resolved superposition of first-order rate processes and employing maximum entropy

regularization, protein heterogeneity is imaged as an ensemble occupancy of a spectrum-function phase

space. Results from myoglobin rebinding carbon monoxide are discussed.
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Carbon monoxide (CO) undergoes a mid-IR-active
stretch vibration when bound to the heme iron of myoglo-
bin, making it the ligand of choice for spectroscopic stud-
ies of protein ligand-binding kinetics. Such studies, in
conjunction with structural and computational work, have
revealed a picture of proteins as dynamically complex
molecules [1]. A given primary sequence can adopt any
one of a very large number of similar structural conforma-
tions. Each conformation is associated with a local mini-
mum in a high-dimensional conformational energy
landscape (conformational substate). At physiological
temperatures, molecules constantly undergo transitions
between substates. At T < Tg, such transitions are frozen

out so that an ensemble is characterized by static confor-
mational heterogeneity [2].

Ligand binding at low temperature is characterized by
two states along a reaction coordinate. The A state refers to
heme-bound CO. Absorption of a visible photon breaks the
covalent Fe-CO bond, leaving the ligand trapped within the
frozen protein matrix, or B state. Geminate rebinding from
the B state to the A state is nonexponential below 160 K,
indicating that different structural conformations rebind at
different rates [3]. Also, the CO stretch bands shift and
broaden asymmetrically as rebinding progresses at low
temperatures, a phenomenon known as kinetic hole burn-
ing (KHB) [4,5]. CO stretch frequency differs across con-
formational substates. An ensemble of carbonmonoxy-
myoglobin (MbCO) is characterized by a distribution of
CO rebinding barriers and a distribution of CO stretch
peaks, and these distributions map to each other
nonrandomly.

The IR absorbance spectrum of the commonly studied
sperm whale MbCO shows three distinct peaks at neutral
pH; the A states A0, A1, and A3. All three display non-
exponential kinetics and KHB. This evinces a hierarchy of
minima in the energy landscape, with each of the three
substates at the first tier (taxonomic substates) separated by
higher barriers and composed of many second-tier sub-
states (statistical substates) separated by relatively smaller
barriers. Each statistical substate (SS) is characterized by a

definite enthalpy barrier to CO rebinding and a definite CO
stretch peak frequency. Within each taxonomic substate
(TS), the distribution of rebinding barriers and CO stretch
peaks is determined by the occupancy of its many SS. In
this study we confine our attention to the occupancy of the
SS within a single TS. Experimental data were taken using
horse myoglobin, which occupies a single TS [6,7].
Temperature derivative spectroscopy (TDS) is an experi-

mental protocol that samples the distribution of rebinding
enthalpy barriers by measuring rebinding across a range of
temperatures [8]. Following photolysis at low temperature,
spectra are taken continuously as the temperature is
ramped linearly (T ¼ Ti þ �t). The differences between
consecutive spectra are calculated, producing the TDS
surface �Að�; TÞ which is approximately proportional
to the temperature (or time) differentiated CO absorbance
spectrum. Spectrally integrating the TDS surface gives a
curve proportional to the temperature differentiated B-state
population. At lower temperature, rebinding is slow be-
cause only proteins with small enthalpy barriers are in-
volved. As the temperature increases, more proteins with
higher barriers can participate in the rebinding, until the
rate drops again due to depletion of the B state. Figure 1(a)
depicts the TDS surface �Að�; TÞ for horse MbCO (� ¼
0:5 K=min, Ti ¼ 15 K). The sample was prepared in a
75% glycerol solution according to standard techniques
[8].
The rebinding of a SS with enthalpy barrier H can be

modeled as a first-order rate processes with an Arrhenius-
like temperature dependent rate function,

kðH; TÞ ¼ A

�
T

T0

�
e�ðH=RTÞ:

A is an experimentally determined frequency factor, and T0

is an arbitrary reference temperature (taken to be 100 K).
Solving the first-order equation with the TDS temperature
constraint results in the intrinsic TDS line shape,

I ðH;TÞ ¼ kðH;TÞ
�

e��ðH;TÞ;
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where

�ðH; TÞ ¼
Z T

Ti

dT0 kðH; T0Þ
�

is a function related to the exponential integral of order 3
that can be evaluated numerically. In addition to being
assigned a specific enthalpy barrier H, each SS is also
associated with a specific CO stretch spectrum peak
wave number. This is modeled as a Lorentzian spectrum,
Lð�; �0Þ, with HWHM � whose peak �0 may vary across
SS. The unity normalized contribution to the TDS surface
�Að�; TÞ from a SS with enthalpy barrier H and CO
stretch peak �0 is given by

K ð�; T;H; �0Þ ¼ Lð�; �0ÞIðH; TÞ: (1)

Rebinding of a TS can be modeled as a superposition of
such contributions, with weights given according to the
occupancy of the SS. If there are many closely spaced SS,
then this occupancy can be described by a continuous
distribution Gð�0; HÞ of enthalpy barriers and CO stretch
peaks.

�Að�; TÞ ¼
Z 1

0
d�0 Z 1

0
dHKG

¼
Z 1

0
d�0 Z 1

0
dHLIG: (2)

Consider an inverse problem of the form of Eq. (2). The
problem is to determine the image G given a noisy sam-
pling of �A and a known kernel function K, which is
partially separable according to Eq. (1). A discrete ana-
logue of the problem takes the matrix form

�A ¼ LGI; (3)

where the transformation matrices L and I are sampled
from the integral operators as Lik ¼ Lð�i; �

0
kÞ��0, and

Ilj ¼ IðHl; TjÞ�H. The sampling is such that the linear

system (3) is highly underdetermined.
Such problems are generally ill posed—for a given

goodness of fit there are many different images that are
consistent with the data. To form a well-posed problem
with a unique solution we introduce a regularization using
the maximum entropy method (MEM) [9]. The MEM
seeks to maximize the entropy in the image with respect
to a prior imageG0, so that, among all the potential images
that fit the data to within the noise, the one with minimum
spurious structure is selected.
To obtain the MEM solution we maximize

FðGÞ ¼ SðGÞ � ��2ðGÞ;
where

SðGÞ ¼ X
kl

�
Gkl �G0

kl �Gkl ln
Gkl

G0
kl

�

is the entropy of a candidate inverse image G with respect
to the prior image G0 as defined by Skilling [9,10], and

�2ðGÞ ¼ k�A�LGIk22
j�Aj

is the goodness of fit, computed as the mean squared
residuals. If � is the standard deviation of Gaussian error
in each measurement, then we wish to maximize S subject
to the constraint �2 ’ �2. This can be achieved by tuning
the Lagrange multiplier � and maximizing F, which re-
quires rF ¼ 0. This gives

G ¼ G0 � e�LT ð�A�LGIÞIT ;

where � denotes the Hadamard product, the exponential is
taken elementwise, and we have rescaled the Lagrange
multiplier 2�=j�Aj ! �.
A relation of this form can be used iteratively to generate

a solution, although some care must be taken to ensure
convergence. Iteration is prone to instability due to the
exponential. Following Gull and Daniel [11], we introduce
the parameter p to smooth successive iterates.

G nþ1 ¼ ð1� pÞGn þ pG0 � e�LT ð�A�LGnIÞIT : (4)

For sufficiently small p the iteration converges.
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FIG. 1. MEM inversion of horse MbCO data. p ¼ 0:1, � ¼
2:0 cm�1, � ¼ 0:02max�;T�Að�; TÞ, TEST threshold ¼ 10�4,

A ¼ 109:2 s�1. Initial G and G0 were uniform and very small.
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Skilling and Bryan [12] note that for a true maximum
entropy solution, the gradients of S and �2 are parallel.
Thus, the quantity

TEST ¼ 1

2

����� rS
k rSk2 �

r�2

kr�2k2

�����
2

2

can be used as a test of convergence—the iteration pro-
ceeds according to Eq. (4) until TEST is below a specified
tolerance. After convergence is achieved, � is incremented
and the prior distribution G0 is updated with the resulting
G. The iteration procedure is started again, and continues
in this fashion until � is sufficiently high so that the
reconstructed forward image fits the experimental data to
within the noise (�2 ’ �2). We note the significant com-
putational cost reduction associated with partial kernel
separability as expressed in Eq. (1), which permits formu-
lation of Eq. (4) in terms of standard matrix operations.

The MEM described above has been used to success-
fully invert simulated TDS data with Gaussian noise. A
variety of artificial images G can be recovered accurately
from their noisy forward images, with particularly good
results when G is sampled from a smooth function G. The
particular initial image and initial prior image chosen do
not significantly effect the final image, only the number of
iterations required, so the MEM image is not biased by the
prior image. This success with inversion of simulated data
gives some confidence in the robustness of the numerical
scheme.

Figure 1 shows results for MEM inversion of MbCO
TDS data. Isothermal rebinding experiments show the
preexponential A to be about 109:2 s�1 for horse MbCO
[7]. � is not known precisely; however, it must be less than
the HWHM of the A1 band (which is a superposition of
single molecule absorbance bands) at about 4:5 cm�1 [13].
A lesser upper bound can be determined; it will not be
possible to attain adequate forward image reconstruction if
the underlying spectra are too broad. This upper bound is
found to be about 2 cm�1. Furthermore, not knowing �, we
take the view that using the largest value that permits
adequate reconstruction is most parsimonious, as it mini-
mizes spectral heterogeneity manifested in the inverse
image. This can be seen as being in the same spirit of the
MEM itself, that of Occam’s razor. We are as conservative
as the data allow in introducing structure in the image, or
equivalently, we attempt to keep the protein ensemble
maximally homogeneous. In any case, certain interesting
features of G turn out not to depend strongly on �.

KHB arises from a nonrandom mapping between CO
stretch frequencies and rebinding barriers across the en-
semble, and suggests that spectral and functional hetero-
geneity may share a common structural origin—both �0
and H are coupled to some conformational coordinate
which varies across the ensemble. With the results of the
previous section, namely G, we are equipped to describe
this mapping quantitatively. We may compute the condi-
tional expectation of �0 at any H as

��0 ðHÞ ¼
Z 1

0
d�0�0 Gð�0; HÞ

gðHÞ :

Figure 2 shows ��0 ðHÞ computed from G using various �.
Evidently this measure of spectrum-function association is
not very sensitive to �. What is interesting about the curve
is its nonlinear character, which suggests a possible struc-
tural interpretation.
Coupling of CO stretch frequency to structural coordi-

nates is mediated by the vibrational Stark effect [14,15].
Modulation of stretch frequency is proportional to the
projection of the local electric field along the CO transition
dipole (approximately along the CO bond) ��0 / E ���.
Structural and simulation studies have shown that the distal
residue His64 is most responsible for modulating the CO
stretch due to its proximity to the active site and protona-
tion of N� (Fig. 3). The taxonomic state A0 observed in the
IR at low pH is associated with His64 swung outside the
distal cavity, away from the active site [16]. The A1 and A3

bands have been identified with a rotation about the C�-C	

bond, such that N�-H is oriented toward or away from the
active site [17].
The presence of His64 also regulates ligand binding

through steric hindrance (forcing the CO to bind at an
angle to the heme normal) and electrostatic interactions
[18]. We suggest that the spectrum-function association
described in Fig. 2 arises from varying swing orientation
of His64 toward the heme center. As the residue swings
toward the binding site, the rebinding barrier increases.
However, for this same motion of the residue, the modu-
lation of the CO stretch frequency due to the charged N�-H
reaches an extremum, and then decreases to zero as N�-H
approaches the plane that bisects the CO bond (where the
projection of the field along the CO transition dipole
vanishes). Rebinding barrier H increases along the struc-
tural coordinate while the CO stretch peak �0 reaches an
extremum within the same range, producing the observed
association between H and �0.
To test this structural interpretation, varying His64

swing angles were simulated by rotating the C
-C� bond
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FIG. 2 (color online). Spectrum-function association.
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of a crystal structure (Fig. 3) using Molefacture Plugin in
VMD [19], which allows one to freely adjust various
conformational coordinates. For each angle 
, the electro-
static potential due to the His64 residue was computed via
the particle-mesh Ewald method on a dense grid containing
the active site. The computation was done using PME

Plugin for VMD [20] with an Ewald factor of 1 �A�1.
The electric field at the CO midpoint was then computed
for each 
 and projected onto the normalized CO bond

vector d��. The dependence of the projected electric field
on the swing angle is depicted in Fig. 4. This structure-
spectrum association displays a nonlinear feature analo-
gous to the spectrum-function association of Fig. 2, thereby
corroborating the interpretation.

The concept of protein ensemble occupancy of a con-
formational energy landscape has proven crucial in under-
standing complex kinetic and spectroscopic behavior.
Among TS the connections between spectrum, function,

and structure have been investigated thoroughly and the
state of knowledge at this level could be described as
mature. The goal of the present study has been to extend
this investigation to the second tier of the energy land-
scape. Because the SS constitute an effective continuum of
states, the problem of teasing out relationships between
spectrum, function, and structure is not as simple as for the
TS, where each substate can be isolated and monitored
individually. The problem has been formulated naturally as
an inverse problem. Using an inversion method (MEM),
which simulations indicate is robust, the ensemble occu-
pancy of SS has been imaged in a spectrum-function phase
space. Examining the phase space image G yields the
spectrum-function association ��0 ðHÞ, of which a struc-
tural interpretation has been described and computation-
ally validated.
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FIG. 3 (color online). Active site with proposed structural
coordinate 
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�300ðkT0=eÞ. Structure data are from PDB code 1DWR [6].

FIG. 4. Computed structure-spectrum association. The crystal
structure in Fig. 3 corresponds to 
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