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Crystallization of Deformable Spherical Colloids
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We introduce and characterize a first-order model for a generic class of colloidal particles that have a
preferred spherical shape but can undergo deformations while always maintaining hard-body interactions.
The model consists of hard spheres that can continuously change shape at fixed volume into prolate or
oblate ellipsoids of revolution, subject to an energetic penalty. The severity of this penalty is specified by a
single parameter that determines the flexibility of the particles. The deformable hard spheres crystallize at
higher packing fractions than rigid hard spheres, have a narrower solid-fluid coexistence region and can
reach high densities by a second transition to an orientationally ordered crystal.
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The interactions between colloidal particles can often be
described to a good approximation by simple potentials,
making many colloids amenable to investigation through
analytic theory and computer simulation as well as by
experiment. An even greater advantage of a simple de-
scription is that it reveals the underlying similarities be-
tween apparently disparate systems. For example, hard
spheres with square-well attraction provide a useful ap-
proximate account of spherical colloids with polymer-
induced depletion attraction [1] as well as of suspensions
of globular proteins [2], where the origin of the attraction is
quite different.

Despite the success of hard spheres and square wells as
generic representations of spherical colloids, these models
must be refined to capture more specific properties of
particular systems. One development of this kind currently
receiving concentrated attention is anisotropic attraction.
Such “patchy” interactions better capture the inhomoge-
neous surface of globular proteins [3] but can also be used
to design particles that self-assemble into well-defined
superstructures [4] or to control the dynamic properties
of colloidal gels [5].

Here we address a different point that has received less
attention so far, but which is also relevant to several types
of colloid including globular proteins, micelles and emul-
sions. These systems have in common a hard repulsive
core; i.e., the particles are effectively impenetrable on a
scale comparable to their own diameter. However, this core
is not strictly rigid. At any instant, a particle may deviate
from an average spherical shape while remaining impene-
trable to other particles. This internal flexibility will affect
the microscopic structure, phase behavior and kinetics of
the system, including any structural arrest. For example,
the flexibility of proteins in solution is constrained in the
crystal environment [6], suggesting that there may be an
entropic contribution to the difficulty of crystallizing pro-
teins in addition to energetic frustration at the crystal
contacts [7]. The nonrigidity of individual protein mole-
cules also contributes to the extreme softness of their
crystals [7]. In the field of soft matter, the deformability
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of microgel spheres has recently been implicated in their
ability to pass through pores much narrower than their
spherical diameter [8] and plays a key role in controlling
the fragility of glasses composed of such particles [9]. The
droplets in surfactant-stabilized emulsions and in nonequi-
librium nanoemulsions [10] are also impenetrable, yet
nonrigid. Here, we introduce a general model for flexible
hard colloids and characterize its equilibrium phase behav-
ior, knowledge of which is essential for all subsequent
investigations.

In the spirit of other archetypal models for colloids, our
deformable hard spheres incorporate flexibility at the sim-
plest possible level so that the effects of particle deform-
ability can be isolated from other properties. At
mechanical equilibrium, an isolated particle is taken to
be a hard sphere of diameter o. This sphere may deform
into a prolate or oblate ellipsoid of revolution while pre-
serving its volume at 7¢/6. The distortion is quantified
by the aspect ratio x = a/b of the particle, which is the
single new degree of freedom introduced for each particle.
Here, a is the symmetry semiaxis length of the ellipsoid
and b is the orthogonal semiaxis length. The constraint of
fixed particle volume is appropriate for incompressible
particles and means that a system with a fixed number of
particles also has a fixed packing fraction. Although some
colloids are both deformable and compressible, the pur-
pose of the present model is to isolate and assess the
specific effects of deformability. Naturally, more complex
deformations are possible in many real systems, but
elongation-flattening modes are often the first to become
important [11]. In this sense, our model is a first-order
approximation.

The extent to which a particle deviates from being
spherical is controlled by an energetic penalty for the
deformation. There are several possible choices for the
energy function, depending on the application, but we
have chosen a representative form with a liquid droplet
in mind. For a droplet of fixed volume, the work required to
deform it from a sphere is proportional to the surface
tension vy and the increase AA in surface area. AA is a
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computationally cumbersome and highly skewed function
of x but, as shown in Fig. 1, it is a more symmetrical
function of Inx. We therefore expand the area about Inx =
0 in a Taylor series to the quadratic term, giving the energy

U = k(Inx)?, (1

like an internal spring restoring the particle to x = 1. Here,
k is the stiffness parameter, which in the case of the liquid
droplet is related to the surface tension by k = 8702y /45.
As well as its physical interpretation, a harmonic potential
in Inx is appealing because it treats oblate and prolate
ellipsoids with reciprocal aspect ratios as energetically
equal. We note that there is a remarkable near symmetry
between the prolate and oblate sides of the phase diagram
of rigid hard ellipsoids [12]. If the energy is written in
terms of the linear deformation 8 = o — a = o(1 — x*/3),
then U is quadratic in § to leading order, so for small
deformations our model is more akin to the spring model of
liquid droplets than to the Hertz model for elastic spheres
(representing, e.g., spheres of highly cross-linked poly-
mers), where U o« 85/2 [13].

We now calculate the phase diagram of the deformable
hard spheres to see how flexibility affects the thermody-
namics of crystallization. In the limit k — oo of strong
rigidity, the model reduces to hard spheres, which undergo
a purely entropic phase transition between fluid and face-
centered cubic (fcc) crystal phases with coexistence pack-
ing fractions of 0.492 and 0.543, respectively [14]. The
packing fraction is defined by ¢ = (No/V)(7/6), where
N is the number of particles in the volume V. For finite «,
the shape of each particle undergoes thermal fluctuations to
an extent controlled by Bk, where B! is the thermal
energy. To trace the fluid-crystal coexistence boundaries
as a function of S« we need to find the packing fractions at
which the pressures of the two phases are equal at the same
time as their chemical potentials are equal.

Our Monte Carlo (MC) simulations employ separate
translational, rotational, and deformation steps for individ-
ual particles, with uniformly distributed random Cartesian

In x

FIG. 1. Solid line: increase AA in surface area of an ellipsoid
of revolution relative to a sphere of the same volume as a
function of the logarithm of its aspect ratio x. Dashed line:
quadratic expansion of AA in Inx.

displacements, Euler angle rotations and changes to Inx,
respectively. Displacements and rotations are accepted
unless an overlap is generated between ellipsoids, detected
using the Perram-Wertheim algorithm [15], in which case
they are rejected. A trial deformation from Inx to Inx’ is
also rejected if it generates an overlap but otherwise is
accepted according to the Metropolis criterion.

The equation of state was obtained for each phase using
isothermal-isobaric simulations in which the pressure was
imposed by isotropic changes to the length of the cubic,
periodic simulation cell. Sufficiently system-size indepen-
dent densities as a function of pressure were obtained with
as few as N = 108 particles in some regions of the phase
diagram, but N was increased to 432 where necessary. The
length of simulations was similarly dependent on the con-
ditions, with up to 2 X 107 MC sweeps for equilibrium
sampling at the highest fluid densities.

The chemical potential of the fcc solid was obtained
using the Frenkel-Ladd method [16,17], in which a ther-
modynamic integration is performed between the crystal
and a reference Einstein crystal, where particles are teth-
ered to the lattice sites and interactions are all but elimi-
nated. At the same time as switching on the harmonic
tethering potentials, a constraint was gradually applied to
the deformation coordinates (effectively increasing «) to
force them to be nearly spherical, thereby suppressing
interactions in the reference crystal due to the elongation
of particles towards their neighbors. Since, even at the end
of this process, the particles are not perfectly spherical, the
small residual probability p,, of overlap between tethered
nearest neighbors must be evaluated by simulation to ob-
tain its contribution

AF,, = —Nn/2)B 'In(1 — p,,)

to the free energy [16]. Here, n = 6 is the number of
nearest-neighbor pairs per particle. These free energy cal-
culations employed constant-volume isothermal simula-
tions of N = 1372 particles. For the fluid phase, the
chemical potential was obtained by thermodynamic inte-
gration of the equation of state from a dilute gas. At low
density, the additional work for stiffening the deformation
coordinates to match the value reached in the Einstein
crystal can be calculated analytically.

Using the equations of state and chemical potentials of
the two phases calculated in this way, the coexisting den-
sities were obtained at a series of values of S« as depicted
by pairs of symbols in the phase diagram in Fig. 2. The
intervals between the points were joined using Gibbs-
Duhem integration [18].

As can be seen in Fig. 2, both the fluid and the crystal
boundaries move monotonically to higher packing frac-
tions with increasing particle flexibility. The fluid density
is more strongly affected, resulting in a gradual narrowing
of the coexistence region. These trends qualitatively re-
semble the effect of size polydispersity in hard spheres,
where the compression required to crystallize a fluid in-
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FIG. 2 (color online). Phase diagram of deformable hard
spheres: fluid (F), fcc crystal of near-spheres (S1), crystal of
ellipsoids (S2). Open triangles: coexistence points from free
energy calculations. Solid circles: hypothetical infinite-pressure
limit for the S1-S2 transition. Open circles: k = 0 limit. Solid
lines are from Gibbs-Duhem integration, while dashed lines are a
guide to the eye. Vertical long-dashed line: maximum packing
fraction of ellipsoids.

creases with the width of the particle-size distribution [19].
The deformable spheres, however, constitute a strictly a
one-component system, despite the instantaneously differ-
ing shapes of the particles. Flexibility has delayed the
transition from fluid to solid until higher density; i.e., at a
given density, crystallization is inhibited. Snapshots of the
fluid and crystal are shown in Figs. 3(a)-3(c).

Spherical particles can be packed to the same maximum
of ¢ = 7/ V18 = 0.7405 . ... by stacking hexagonal layers
in an fcc (ABCABC ...), hexagonally close-packed (hcp,
ABAB . ..) or random sequence. Since hard spheres inter-
act only through excluded volume, these packings are in
close thermodynamic competition with each other at lower
densities. Just above the melting density of monodisperse
hard spheres, the fcc crystal is lower in free energy than the

FIG. 3 (color online). Snapshots for stiffness S« = 5. (a) The
fluid phase at low density, (b) the fluid at high density, (c) fcc
crystal phase S1 of near-spheres, (d) crystal phase S2 of ellip-
soids. Color in (a)—(c) indicates aspect ratio from oblate (blue) to
prolate (red). Color in (d) codes for particle orientation.

hcp by a small amount on the order of 1073871 per particle
[20]. We have compared the stabilities of the fcc and hcp
crystals of deformable spheres near the phase boundary at a
few representative stiffnesses «. For these calculations, the
crystals were simulated in a parallelepipedal cell where
one angle was approximately 77/3 and the angles and edge
lengths were independently adjustable. This allows hex-
agonal planes to be placed parallel to one of the cell’s sides
for both crystals, while eliminating any pressure anisot-
ropy. The free energy difference between fcc and hcp
stackings was found rapidly to become unmeasurably
small for deformable spheres. The S1 solid in Fig. 2 should
therefore be regarded as a general hexagonal phase rather
than fcc specifically.

Ellipsoids can pack more efficiently than spheres, reach-
ing higher packing fractions both in random [21] and
crystalline [22,23] arrangements. The densest known regu-
lar packing is ¢» = 0.7707 ... and can be achieved for any
ellipsoid of revolution with x = JBorx = 1/4/3 [22]. At
the least aspherical aspect ratios x = 3%1/2 in these ranges,
the ellipsoid centers lie on an fcc lattice with the ellipsoid
axes parallel in any one face-centered square plane but
rotated by 90° from one layer to the next, as depicted in
Fig. 3(d). Our deformable spheres can only reach such high
packing fractions by adopting this arrangement and so
there must be a solid-solid phase transition between the
S1 crystal of roughly spherical particles and a second,
denser crystal, which we denote S2, where particles are
constrained by their neighbors to be permanently ellipsoi-
dal. The existence of this transition was established by
preparing the dense crystal and simulating it at high pres-
sure in isobaric MC simulations. As the pressure was
gradually decreased, the density suddenly jumped to a
lower value and the structure reverted to the S1 crystal of
near-spheres.

Given this estimate of the location of the transition, free
energy calculations were performed to locate the phase
boundary more rigorously. Two additional steps were re-
quired in the thermodynamic integration of the dense phase
to minimize the interactions between particles at the end
point of the integration, close to the reference Einstein
crystal. First, the potential for particle deformation was
gradually switched from Eq. (1), under which particles
strive to become spherical, to (for the prolate case) U =
k(Inx — 1n\/§)2, so that deformations in the reference crys-
tal are centered on the ideal aspect ratio for the high-
density packing. Second, the ellipsoids’ orientations were
tethered to the idealized directions, alternating for each
square plane, using a potential proportional to sin’@, where
0 is the angle between the ellipsoid axis and the reference
direction [12].

In the limit 1/8x — 0 of increasing rigidity, the ener-
getic cost of deforming all particles into ellipsoids is so
great that the coexistence pressure diverges and the coex-
isting densities of the two crystal phases are their maxi-
mum packing fractions, since all ¢ = 7/ V18 can be
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FIG. 4 (color online). Mean ellipsoid aspect ratio x relative to
the reference values xy = 1 (open symbols) in the fluid phase
and S1 crystal phase, and to x, = V3 (solid symbols) in the S2
dense crystal phase for two stiffnesses k. Inset: standard devia-
tion of the aspect ratio. Dashed lines connect branches of the
curves across the phase boundaries. The locus of the phase
boundaries is shown by thin green lines.

reached without particle deformation. Since the S2 phase
requires x # 1, the strict hard sphere limit S« = 0 of the
S1-S2 boundary is unattainable and is marked with differ-
ent symbols in Fig. 2. The effect of increased flexibility is
that the reduced energetic cost is balanced by the entropy
gain of more efficient packing at progressively lower den-
sities. Hence, the boundaries for the S1-S2 transition move
in the opposite direction from those of the fluid-S1 tran-
sition in Fig. 2. A spot check at Bk = 25 close to the S2
boundary indicates that the dense phase of ellipsoidal
particles is lower in energy than the oblate version by about
0.187! per particle. Both the fluid-S1 and S1-S2 transi-
tions reach a “floppy” limit at k = 0, where there is no
energetic penalty for deformation. The corresponding
packing fractions at coexistence are shown above the top
axis of the phase diagram.

Figure 4 shows how the average shape fluctuations of a
particle are affected by its local environment. In the fluid
phase, particles remain spherical on average, even at high
densities, though the range of fluctuations (shown in the
inset) narrows with increasing density when « is small. The
transition to the S1 crystal incurs a reduction in the size of
the fluctuations compared with the coexisting fluid. In the
S1 crystal, there is also a slight preference of particles to be
oblate rather than prolate, despite the equal energetic pen-
alty for reciprocal aspect ratios. At the transition to the
dense S2 crystal phase, the width of the fluctuation distri-
bution jumps upwards, despite the increase in density. In
contrast to the fluid-S1 transition, the concerted deforma-
tion and reorganization of the particles generates more
space for shape fluctuations.

The introduction and characterization of deformable
hard spheres opens the way for studying the effect of
flexibility on a variety of colloidal systems. We anticipate

that fluid-to-crystal nucleation will be slower for more
flexible particles—a factor that may inhibit protein crys-
tallization [7]. Slight asphericity has recently been shown
to have a strong effect on crystallizability [24] and the
present model permits dynamic, rather than frozen-in,
asphericity to be examined. Spontaneous transitions from
the fcc phase to the dense crystal of ellipsoids were not
observed in our simulations and the transformation path-
way is unknown. Finally, the fact that even random packing
of nonspherical particles can be more efficient than that of
spheres is likely to have a strong influence on jamming and
the glass transition [9,25].
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