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The turbulent impurity (nickel) transport dependence on the normalized electron temperature gradient

has been analyzed in sawtooth-free electron cyclotron wave heated Tore Supra plasmas. In the core, our

experimental analysis shows that the lower R=LTe
, the lower the nickel diffusion coefficient. The latter

decreases until the instability threshold is reached. The experimental threshold is in agreement with the

one computed by a gyrokinetic model. Further out, R=LTe
plays no role in the impurity diffusion. This set

of experimental results is consistent with a quasilinear gyrokinetic analysis.
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Particle pinch is commonly observed in magnetized
plasmas, despite homogenization due to diffusion pro-
cesses. Turbulence is believed to be responsible for pinch-
ing processes, both in magnetosphere and plasma
laboratory experiments [1]. In tokamaks, like ITER [2],
fuel (deuterium and tritium) density peaking is favorable
since it enhances fusion reactivity. On the other hand,
impurity pinch is deleterious because of radiation losses
and plasma dilution. Hence it is of prime importance to
understand the mechanisms which control particle trans-
port in fusion devices.

Beyond a threshold predicted by theoretical simulations,
transport increases sharply as a function of the temperature
and density gradients in both turbulence types [3]. These
predictions have been validated experimentally in electron
heat transport studies such as in ASDEX-Upgrade [4] and
in Tore Supra [5].

Although impurity transport is an active field of research
[6–8], such a turbulent threshold has not been observed so
far. More generally speaking, experimental results validat-
ing the predicted diffusion contribution to the impurity flux
� ¼ �Drnþ Vn driven by turbulence are sparse [9–12].

For the first time, we report in this Letter an experimen-
tal observation of the reduction of heavy impurity diffusion
in the plasma core when the electron temperature gradient
decreases towards the turbulent instability threshold.
Further out, there is no R=LTe

dependence. These results

are consistent with a quasilinear gyrokinetic turbulent
transport model.

To study therTe=Te influence on impurity transport, we
analyzed three sawtooth- and MHD-free circular Tore
Supra [13] plasmas heated by 250 kWof electron cyclotron
resonance continuous wave power in pure heating scheme
(ECH). In two discharges, the same ECH power is injected
at a different location: r=a ¼ 0:35 or r=a ¼ 0:6. In a third
discharge, the same power is equally distributed between
these two locations. The total injected power is kept con-
stant for all discharges, as shown by the identical Te

profiles in the outer part of the plasma [see Fig. 1(a)].

The ECH configuration is such that it does not affect the
measurements.
The electron temperature profiles are shown in Fig. 1(a)

and the relevant gradients in Fig. 1(b). They are measured
by a 32-channel electron cyclotron emission radiometer
[14] with a 2.5 cm spatial sampling and 1 ms time sam-
pling. The error bar on these profiles is about 3%.
Consequently, the measurement error bar on the normal-
ized electron temperature gradient calculated from a sta-

FIG. 1 (color online). Experimental profiles with ECH depos-
ited at r=a ¼ 0:35 in blue (+), at r=a ¼ 0:6 in green (�), and the
mixed case in red (�). (a) Electron temperature Te,
(b) normalized electron temperature gradient R=LTe

¼
�RrTe=Te, (c) electron density ne, and (d) normalized electron
density gradient R=Lne ¼ �Rrne=ne. The black dashed vertical
lines indicate the power deposition radii r=a ¼ 0:35 and r=a ¼
0:6. The colored bars indicate the power fraction at either radius.
Other plasmas parameters are BT ¼ 3:78 T, Ip ¼ 0:5 MA,

PECH ¼ 250 kW.
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tistical method using the 3� rule varies from 23% in the
center to 15% at the edge. In the inner part of the plasma
between r=a ¼ 0:1 and r=a ¼ 0:5, the Te profile shape
depends on the ECH power deposition radius: at r=a ¼
0:1, R=LTe

is substantially changed from 7.5 to 10 as the

power deposition location is shifted outwards.
The ion temperature Ti used in the gyrokinetic simula-

tions is deduced from a charge exchange spectrometer.
The electron density hnei ¼ 1:5� 1019 m�3 is mea-

sured by a 10-chord interferometer and two reflectometers
[15,16]. The density profiles are displayed in Fig. 1(c) and
their gradients in Fig. 1(d). The three profiles are the same
within an error bar of 5%.

The impurity to be studied, nickel (Z ¼ 28), is injected
as a trace by a laser blowoff system described in [11]. The
impurity behavior is observed with a set of diagnostics. A
vacuum ultraviolet spectrometer consisting of a single line
of sight in the midplane of the plasma measures the time
evolution of the Ni XVII line at 24.92 nm, whose time
evolution is used as the Ni source term in the transport
simulations, and the Ni XXV line at 11.85 nm, emitted in
the core plasma.

Two soft-x-ray cameras with a 2 ms time resolution
provide information on impurity radiation in the plasma
core. These cameras are equipped with a 50 �m thick Be
filter. The corresponding cutoff energy is around 2 keV.
One can find more details about these diagnostics in
[11,12].

The radial transport code ITC [11] is used to perform the
radial transport analysis. It solves the system of continuity
equations coupling all the ionization stages of the injected
impurity

@nZ
@t

þ ~r � ~�Z ¼ SZ�1 þ RZþ1 � ðSZ þ RZÞ þ sext

over the time interval during which the injected impurity
is present in the plasma. Sk and Rk represent, respectively,
the number of ionizations and recombinations of the ion-

ization stage k of the impurity per time unit. ~�Z ¼
�DZðrÞ ~rnZðrÞ þ ~VZðrÞnZðrÞ is the impurity flux and sext
the external source of impurities. DZ and VZ are assumed
to be time independent and unchanged for all ionization
stages k. Positive VZ corresponds to an outward convective
flux. Despite a localized impurity injection point, the im-
purity distribution is poloidally uniform within r=a <
0:85. The Ni XVII emission located further inside (r=a �
0:6) is thus appropriate to represent the source term in ITC.

With an initial guess of DZ and VZ profiles, ITC solves
the system of equations to obtain the radial density profile
of each ionization stage of the impurity. Then, from the
resulting impurity density profile it reconstructs the UV
line and soft–x-ray brightnesses according to the geometry
of these diagnostics. Finally, a minimization procedure
based on the genetic algorithm PIKAIA [17] yields the
transport coefficient profiles which best fit the experiment.

The resulting transport coefficient profiles are presented
in Fig. 2.
Depositing ECH at r=a ¼ 0:35 leads to reduced diffu-

sion in the plasma center (DZ � 0:01 m2=s for this inner-
most deposition case). In the core part of the plasma
(r=a � 0:2),DZ increases as the power deposition location
is moved outward. For r=a � 0:3, the diffusion profiles of
all ECH shots are very similar and diffusion increases up to
the plasma edge.
As already noticed in [12], the determination of the

convection velocity is subject to larger uncertainties.
However, for all shots, VZ is negative except in the plasma
core where the uncertainty is large. This corresponds to
inward convection everywhere in the plasma. In addition,
the VZ profiles are very similar in all cases within error
bars.
These experimental profiles have been compared with

the neoclassical transport coefficients computed with the
CRONOS/NCLASS code package [18,19]. It takes into ac-

count the time evolution of the impurity density profiles
of each ionization stage found with ITC. The uncertainties
have been calculated according to the method explained
in [12].
At the plasma center (r=a < 0:05), the experimental

diffusion coefficient is very close to the neoclassical level
in the innermost ECH deposition case. In the rest of the
plasma, the experimental diffusion is unambiguously
greater than the neoclassical one by at least 1 order of
magnitude. This is a strong indication that turbulence plays
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FIG. 2 (color online). Experimental radial profiles of DZ and
VZ coefficients with error bars for the central deposition case in
solid blue line, the mixed case in dashed red line, and the
external deposition case in dash-dotted green line. The dashed
pink lines correspond to NCLASS results.

PRL 105, 035002 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
16 JULY 2010

035002-2



a major role in the region beyond r=a � 0:1. As for
convection, the results for the neoclassical convection
velocity show a value close to 0, changing its sign, up to
r=a � 0:6 where the convection becomes inward.

Comparing these results with the normalized electron
temperature gradient in each case, we can notice that at
r=a ¼ 0:1 the diffusion coefficient increases steeply with
the electron temperature gradient (cf. Fig. 3).

Although it was not possible to reach low enough values
of R=LTe

to observe the theoretical threshold of turbulence

instabilities, it can be inferred from the experimental points
that DZ would decrease until it reaches the neoclassical
level when the electron temperature gradient is equal to
this threshold. If we plot a linear fit through the three
experimental points of Fig. 3, we find an experimental
estimate of the electron temperature gradient threshold
ðR=LTe

Þexpc � 6:9� 2:4.

On the contrary, at r=a ¼ 0:4, the diffusion coefficient
does not depend strongly on the electron temperature
gradient (Fig. 4).

This difference can be understood in the frame of the
theory of turbulent transport: using the same input as
NCLASS, linear gyrokinetic calculations with the

KINEZERO [20] and GYRO [21] code shows the existence

of two regions: in the inner part of the plasma (r=a < 0:15)
turbulence is found to be dominated by modes in the
electron drift direction like trapped electron modes
(TEM), which depend on the electron temperature gra-
dient. Further out (r=a > 0:25), turbulence is dominated
by ion temperature gradient modes (ITG).

The dependence of the diffusion coefficient on the elec-
tron temperature gradient (Fig. 5) has been computed with
a quasilinear gyrokinetic fixed-gradient code named
QUALIKIZ [22,23]. It provides absolute values of D and

V. A comparison with the nonlinear gyrokinetic code GYRO

[21] has shown that a single normalization factor is needed

to reproduce GYRO results, for all parameters and for both
heat and particle fluxes.
Nickel was considered to be fully stripped, which is a

satisfactory assumption given the nickel charge state dis-
tribution in the plasma and the weak effect of the impurity
charge found in [11,12]. In QUALIKIZ simulations, the
effective charge of the plasma is assumed to be Zeff ¼
1:0 to ensure that the impurity is a trace. With the experi-
mental value of Zeff ¼ 1:7, the growth rate is reduced by at
most 35%.
When turbulence is dominated by electron modes, the

simulation results exhibit a variation of the diffusion coef-
ficient with the electron temperature gradient consistent
with the experimental results. Below the threshold
ðR=LTe

Þc � 6, D is neoclassical. Above it, D increases
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FIG. 3 (color online). Experimental diffusion (	) versus nor-
malized electron temperature gradient R=LTe

at r=a ¼ 0:1.

Other parameters are R=LTi
¼ 2:1, R=Lne ¼ 6:4, Te=Ti ¼ 2:4,

Zeff ¼ 1:7, q ¼ 1:1, s ¼ 0:3.
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FIG. 4 (color online). Experimental diffusion (	) versus nor-
malized electron temperature gradient R=LTe

at r=a ¼ 0:4.

Other parameters are R=LTi
¼ 3:6, R=Lne ¼ 2:5, Te=Ti ¼ 1:8,

Zeff ¼ 1:7, q ¼ 2:3, s ¼ 0:9.
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FIG. 5 (color online). QUALIKIZ diffusion versus normalized
electron temperature gradient R=LTe

at r=a ¼ 0:1. The shaded

light blue area corresponds to ion temperature gradient uncer-
tainty. Experimental points are plotted in gray.
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steeply. The QUALIKIZ threshold is in agreement with the
experimental threshold considering the error bars.

These results explain the electron temperature gradient
dependence: in the core part of the plasma, with TEM
dominated turbulence, only electron temperature affects
the transport characteristics. Further out, for r=a � 0:25,
ITG modes are dominant. The fact that these modes are
independent of the electron temperature explains the ab-
sence of dependence of the experimental DZ on the elec-
tron temperature gradient.

Turbulent transport models predict that the impurity
convection velocity is the sum of three terms [24]. The
first one, called curvature pinch, is due to compressibility
of the electric drift velocity in the inhomogeneous mag-
netic field. Directed inward, it only depends on the geome-
try and is usually the dominant contribution. The second
term, the parallel compressibility caused by the parallel
dynamics of impurities, is proportional to the ratio Z=A
[25], Z being the impurity charge and A its mass number.
As already said, the charge variation of nickel in the
plasma is very weak. Thus, we can consider that the
parallel compressibility does not vary and put together
these two terms into a total curvature convection velocity
Vcomp. The third term, the so-called thermodiffusion

(Vthdiff), depends on the temperature gradient rT=T. The
thermodiffusion sign can changed from outward to inward
depending on the direction of fluctuations, i.e., preferen-
tially outward for ITG and inward for TEM [26].

We have seen above that experimental convection ve-
locity profiles VZ do not depend on the gradient within
error bars. This is due to a very weak thermodiffusion in
the total convection velocity. In fact, using QUALIKIZ to
estimate the relative weight between Vthdiff and Vcomp,

Vthdiff is found to be around �10% of the total convection
velocity Vtot. As already shown in [26,27], the thermodif-
fusion is proportional to 1=Z, where Z is the impurity
charge. For nickel (Z ¼ 28), it explains the absence of
dependence of the experimental convection velocity.
Hence, the convection velocity is dominated by the inward
curvature term.

The influence of the normalized electron temperature
gradient on impurity transport has been studied by varying
the deposition location of electron cyclotron wave power.
Nickel injections have been analyzed with our 1D impurity
transport code. The experimental transport coefficient pro-
files, clearly above the neoclassical level, are in agreement
with the calculated profiles within the uncertainties mainly
due to the experimental error bars on the gradients.

In the core plasma (r=a < 0:2), experimental results
show that above the instability threshold, the larger

R=LTe
, the larger the diffusion. Quasilinear gyrokinetic

simulations, consistent with the experimental observation,
find that the plasma is dominated by turbulent electron
modes. The experimental results extrapolation is in agree-
ment with the computed threshold. Further out, where
turbulence is driven by ITG, the experimental diffusion
does not depend on the electron temperature gradient.
Because of the 1=Z factor in the thermodiffusion con-

vection velocity, no R=LTe
dependence of the inward con-

vection was found experimentally for heavy impurities.
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