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We investigate the base-by-base translocation dynamics of single-stranded DNA (ssDNA) confined in a

solid-state nanopore dressed with an electrostatic trap, using all-atom molecular dynamics (MD)

simulation. We observe on the simulation time scale of tens of nanoseconds that ssDNA can be driven

through the nanopore in a ratchetlike fashion, with a step size equal to the spacing between neighboring

phosphate groups in the ssDNA backbone. A 1D-Langevin-like model is derived from atomistic dynamics

which can quantitatively describe simulation results and can be used to study dynamics on longer

time scales. The controlled ratcheting motion of DNA could potentially enhance the signal-to-noise ratio

for nanoelectronic DNA sensing technologies.
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The benefits of low-cost, high-throughput human ge-
nome sequencing to medical science has inspired extensive
experimental [1–4] and theoretical [5,6] work focused on
DNA translocation through solid-state nanopores. The in-
tegration of nanoelectronic devices to sense each DNA
base, could permit DNA sequences to be read out during
translocation by the measurement of transverse electrical
current [7], voltage signal [8], ionic current [9,10], or
hydrogen-bond mediated tunneling signal [11]. One chal-
lenge is to develop a scalable and reliable method for
controlling the DNA motion [3] to enhance sensing
resolution.

Several methods have been suggested to control the
motion of DNA in a nanopore including decreasing tem-
perature [12,13], enhancing the electro-osmotic screening
of counterions [14–16], increasing the viscosity of an
electrolyte [13], using an alternating electric field to drive
DNA back and forth [17], and applying magnetic [18] or
optical [19] tweezers. Alternatively, it would be useful to
force DNA to adopt a ‘‘stop and go’’ or base-by-base
ratcheting dynamics, analogous to the ‘‘stick-slip’’ motion
of the atomic force microscope (AFM) tip in a periodic
surface potential [20].

Recently, it was proposed [21] that a solid-state nano-
pore consisting of a metal-insulator-metal sandwich struc-
ture [Fig. 1(a)], the ‘‘DNA transistor’’, could generate a
periodic electric potential for ssDNA. In this Letter, we
investigate the ratcheting dynamics of ssDNA, a linear,
flexible and charged polymer, in the confined geometry
provided by a solid-state nanopore in the presence of said
periodic potential. Atomistic MD simulations capable of
capturing the details of ssDNA motion are performed; two
types of DNA driving methodologies are considered:
pulled by a harmonic spring (an in silico experiment remi-
niscent of DNA pulled by an optical tweezer) as an ex-
ample appropriate for high-resolution single-molecule
experimental investigations [19] and pushed by a biasing
electric field as an example appropriate for high-
throughput sequencing applications [2,3].

Figure 1(a) illustrates the simulation setup. A fragment
of ssDNA containing 20 adenine nucleotides polyðdA20Þ is
submerged in a 0.1 M NaCl electrolyte confined inside a
2-nm-radius nanopore. Water molecules are explicitly in-
cluded. The solid nanopore is cut from an amorphous SiO2

solid whose position is harmonically constrained in simu-
lations. Periodic boundary conditions are imposed in all
three axial directions. The ssDNA is covalently linked to
itself over the periodic boundary of the system. As DNA
inside a solid-state nanopore can be electrically stretched,
the ssDNA in the simulation is put under tension (about a
few hundred pico-newtons [22]) by the boundary condi-
tions such that the average spacing d between neighboring
phosphate groups is 7.4 Å. Similar results as reported
below are obtained in simulation when d is reduced to
6.8 Å. The center of mass of all phosphorus atoms is
harmonically constrained near the center of the nanopore.
This constraint prevents DNA from being attracted towards
the pore surface and can be experimentally realized by
polymer-coating the pore [10,23] where we observed the
similar ratchetlike dynamics of ssDNA [24]. Two opposite

electric fields, �E (E ¼ 108 mV= �A), are applied [25] in
thewhole layers aligned with dielectric regions, mimicking
the trapping fields in the DNA transistor [Fig. 1(a)]. The
thickness of each electrode and each dielectric field region
is, respectively, chosen to be 2d and 2:5d, which results in
the maximum energy barrier on ssDNA [21].
All-atom MD simulations are carried out in the

Bluegene supercomputers using the program NAMD
[26], the Amber (parm-bsc0) force field for ssDNA [27],
the TIP3P model of water [28] and the standard NVT (T ¼
300 K) simulation procedure [14].
To obtain the mean trapping force exerted on ssDNA,

we simulate the pulling of ssDNA by a harmonic spring
and measure the force on the spring. An actual experi-
ment using an optical tweezer as a spring is feasible if
subnanometer motion of the pulling bead could be resolved
[29]. In the simulations, we attach one end of a harmonic
spring to the center of mass of all phosphorus atoms (here-
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after called ‘‘the ssDNA position’’) and fix the other end to
a pulling stage that moves at a constant velocity v

(1 �A=ns). With this setup, the pulling force yields no
tension between neighboring nucleotides. Figure 1 shows
the pulling force F in the spring versus the ssDNA position
before [Fig. 1(b)] and after [Fig. 1(c)] turning on the
trapping fields E. When E ¼ 0 [Fig. 1(b)], the average
force hFi in the spring, balancing the hydrodynamic drag
force on the DNA, satisfies the relation � ¼ hFi=v, where
the measured friction coefficient � is about 1 pN � ns= �A.
After turning on the trapping field [Fig. 1(c)], the pulling
forces in the spring show peaks and valleys separated by a
distance d, indicating uphill and downhill ‘‘motion’’ of
ssDNA on the landscape of the trapping potential.

The dependence of the instantaneous spring force and
the average force on the ssDNA position are shown in more
detail in Fig. 2(a). Because of thermal fluctuations, the
standard deviation of forces in the spring increases with k
and scales like

ffiffiffiffiffiffiffiffiffiffiffi
kBTk

p
, where kB is the Boltzmann con-

stant, T the temperature and k the spring constant. When

pulled by a stiff spring (100 pN= �A), ssDNA follows the
pulling stage nearly instantaneously. Therefore, the aver-
age force in the spring balances the force of the electric

trapping potential. Thus, the curve of the average force [red
line in Fig. 2(a)] also illustrates the dependence of the
trapping force on the ssDNA position. The maximum
trapping force fmax on average is about a half of the
theoretical prediction (eE ¼ 160 pN) in which the total
charge of each nucleotide is assumed to reside at a point
[21]. The resulting energy barrier (or trapping energy) is
about 5kBT.

When the spring constant is reduced to 10 pN= �A, the
motion of ssDNA evinces both trapped and slip states of
ssDNA [black line in Fig. 2(a)]. Unlike the steady-sliding
motion when ssDNA is pulled using the stiff spring

[100 pN= �A, grey line in Fig. 2(a)], each slip event corre-
sponds to a hop from an uphill potential surface to the
next uphill potential surface. Hopping events are ther-
mally activated if the force in the spring is close to fmax.
Because of the dissipative hopping process, the average
pulling force is nearly always positive [black line in
Fig. 2(a)], as opposed to the positive and negative pull-
ing forces observed in the stiff spring case [red line in
Fig. 2(a)]. Figure 2(b) shows the time-dependent pulling
force, indicating that ssDNA is alternatively in a trapped
and a slip states. In a trapped state, ssDNA barely moves
forward and the pulling force in the spring builds up. Once
the pulling force is big enough for ssDNA to overcome the
electric trapping force, ssDNA catches up with the pulling
stage (a slip event) and the pulling force in the spring
drops.
The simulated ssDNA motion under various pulling

conditions is summarized in Fig. 3(a). At the same pulling
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FIG. 2 (color online). Dynamics of ssDNAwhen pulled using a
stiff (100 pN= �A) or a weak (10 pN= �A) spring. (a) Force-position
dependence when ssDNA is pulled using the stiff spring [gray
line] or the weak spring [black line]. The red curve shows the
averaged (over 100 pS) pulling force in the stiff spring.
(b) Force-time dependence when ssDNA is pulled using the
weak spring.
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FIG. 1 (color online). Simulations of ssDNA driven through an
electrostatic trap in a solid-state nanopore. (a) A cross-section
view of the setup of MD simulations. The metal and dielectric
regions are labeled with ‘‘M’’ and ‘‘D’’, respectively. (b),
(c) Relations between the pulling force and the ssDNA position
when ssDNA is pulled at a constant velocity (1 �A=ns) using a
harmonic spring (100 pN= �A). The trapping fields are 0 (b) and
108 mV= �A (c), respectively.

PRL 104, 238103 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
11 JUNE 2010

238103-2



velocity (v ¼ 1 �A=ns), Fig. 3(a) shows that the motion of
ssDNA changes from a steady sliding to a ratcheting
motion when the spring constant is decreased. When the

pulling velocity is high (v ¼ 10 �A=ns), the ratcheting
motion is less obvious even when the spring constant is

weak (k ¼ 10 pN= �A). Together, these results show that the
ratcheting motion of ssDNA can be achieved by decreasing
the loading rate kv. This is consistent with the fact that the
duration, �, of a trapped state satisfies the relation ��
fmax=kv.

To further characterize the ssDNA motion described
above, we treat the driven motion of ssDNA along the
pore in a thermal bath and on a potential of mean force
[30] modeled by �Vb cosð2�z=dÞ=2, using
m€z ¼ �� _z� fmax sinð2�z=dÞ � kðz� z0Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�kBT

p
�;

(1)

where z is the ssDNA position, m the mass of ssDNA, z0
( ¼ vt) the position of the pulling stage, and � the
�-correlated white noise. The external forces exerted on
ssDNA are hydrodynamic friction force, electric trapping
force and the pulling force from a harmonic spring.
According to the measured trapping force shown in
Fig. 2(a), we approximate the relation between the trapping
force and the ssDNA position using a sinusoidal function
with fmax ¼ Vb�=d. The ssDNA is in the overdamped

regime, as dissipation dominates inertia (� � ffiffiffiffiffiffiffi
mk

p
).

Figure 3(b) shows the solution of the above model
[zð0Þ ¼ 0 and _zð0Þ ¼ 0] without any fitting parameters,
when ssDNA is pulled under the same conditions as used
in the MD simulations. Predictions of the model at T ¼ 0
[smooth lines] and T ¼ 300 K [grey line] agree well with
the simulation results shown in Fig. 3(a). Because of
thermally activated hops in the simulation dynamics
[Fig. 3(a)], the duration of the trapped states is not constant
at T ¼ 300 K in contrast to T ¼ 0 [Fig. 3(b)]. As this
model accurately captures the dynamics of observed
ssDNA motion, the slower motion of ssDNA on the ex-
perimental time scale, resulting from employing a slower
pulling velocity or a larger trapping force, can be inves-
tigated simply by integrating the model (parameterized
with coefficients obtained in simulations) to a long time
scale.
The observed ratcheting motion of ssDNA depends on

the existence of multiple metastable states. In a metastable
or a trapped state, €z ¼ _z ¼ 0, therefore �kðx� vtÞ ¼
fmax sinð2�x=dÞ. In Fig. 2(a), the left part of this equation
is shown as line segments of the instantaneous force fluc-
tuation of the spring, while the right part is shown as the
curve [red line] of the averaged force, or the trapping force.
When the spring constant k is bigger than the maximum
slope of the curve of the trapping force [red line], each line
segment of the force fluctuation intersects the curve of the
trapping force only once (i.e., one stable state at any time),
indicating that ssDNA moves steadily through the nano-
pore. However, when k is smaller, some line segments may
intersect the curve of the trapping force at several posi-
tions, forming several metastable states. A hop between
metastable states corresponds to a slip event. Therefore, the
criteria for ssDNA to exhibit ratcheting motion is k <
2�fmax=d, i.e., not only the loading rate kv but also the
spring constant k should be less than their respective
thresholds.
Using the same atomistic MD simulation setup as above,

we remove the pulling spring and replace it by a constant
biasing electric field E0 across the nanopore. In Fig. 4(a),
we show MD trajectories of ssDNA subject to various
strengths of the biasing electric field. When ssDNA is

driven in the weak biasing electric field [0:6 mV= �A, red
line], a ratcheting motion of ssDNA is observed. When the
biasing electric field increases, these simulations demon-
strate a continuous transition from a ratcheting motion to a
steady-sliding motion of ssDNA. A mixing of both types of
motion is found at intermediate biasing electric fields. The
electrically driven motion of DNA can be effectively mod-
eled using Eq. (1) with the spring force replaced by the
constant effective driving force feff ¼ qeffE

0 [14,16],
where qeff is the effective charge of ssDNA.
Figures 4(b)–4(d) show the prediction of Eq. (1) for the

time-dependent force in springs with different spring con-

stants. When the spring constant is large [1000 pN= �A,
Fig. 4(b)], the spring force balances the modeled sinusoidal

trapping force. When k ¼ 10 pN= �A [Fig. 4(c)], we obtain

0

10

20

30

t (
ns

)

0 20 40 60 80 100

z (Å)

0

10

20

t (
ns

)

Model

(a)

(b)

Simulation

FIG. 3 (color online). Time-position dependence of ssDNA.
(a) Simulated time-position dependence of the ssDNA molecule
pulled by a harmonic spring. (b) Modeled time-position depen-
dence of the ssDNA molecule that is pulled under the same
conditions. According to the pulling velocity, data in each panel
are grouped into three sets: (i) v ¼ 1 �A=ns and k ¼ 10 (red), 100
(cyan), 1000 (black) pN= �A; (ii) v ¼ 3 �A=ns and k ¼ 33:3 (or-
ange) pN= �A; (iii) v ¼ 10 �A=ns and k ¼ 10 (green), 100 (blue)
pN= �A. The interval of mesh lines is d.
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similar force spikes as shown in the simulation result
[Fig. 2(b)] and the motion of DNA is ratchetlike. Each
time when the force in spring is big enough to trigger a slip
event, ssDNA quickly advances a distance of d and the

force in spring drops by kd. In the weak-spring limit [k ¼
0:1 pN= �A], kd is negligible as shown in Fig. 4(d) and
spring forces are nearly constant. Thus, electric field driv-
ing (or constant force pulling) is the limit of a weak spring
pulling. Therefore, similar ratcheting motion of ssDNA is
observed when driven by a weak harmonic spring or by a
biasing electric field.

In summary, we have investigated the ratcheting motion
of ssDNA inside a solid-state nanopore, uncovered the
basic mechanism underlying the dynamics and developed
a simple 1D-Langevin-like model to describe it. When
realized experimentally, this controlled motion of ssDNA
could potentially benefit all nanopore-based ssDNA se-
quencing technologies.
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FIG. 4 (color online). Thermally activated ratchetlike motion
of ssDNA driven by a biasing electric field. (a) Transition from a
ratcheting to a steady-sliding motion of ssDNAwhen increasing
the biasing electric field from 0:6 mV= �A to 9:4 mV= �A, or the
electric driving force on bare DNA from 20 to 300 pN. The
interval of mesh lines is d. (b)–(d) Predictions of time-dependent
force in spring from Eq. (1) at T ¼ 0. The spring constants are
1000 pN= �A (b), 10 pN= �A (c), and 0:1 pN= �A (d), respectively.
All parameters are the same as used in the simulation.
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