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Ion transport in structurally disordered inorganic ion conductors can be interpreted as cation jumps

between sites provided by the network. Because of the small number of vacant sites and strong

intercationic Coulomb interaction, their dynamics is very complex. Based on molecular dynamics

simulations we recast the ion dynamics via a sophisticated mapping procedure into the corresponding

vacancy dynamics. Remarkably, in this framework, the transport can be interpreted to a very good

approximation as a noninteracting single-particle processes. In particular, the macroscopic conductivity

can be directly obtained from the local vacancy hopping rates.
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The dynamics of ions in disordered inorganic ion-
conductors is a complex multiparticle problem [1,2]. The
ions’ interaction with the network is fundamental: first,
because it supplies a persistent disordered potential energy
landscape for the cations [3] and second, because the local
fluctuations of the network atoms are essential for promot-
ing cationic jumps [4,5]. Naturally, beyond the dilute limit,
the interaction among the mobile cations is a key element
which has to be taken into account for the theoretical
description [6,7]. A quantitative description of conductiv-
ity spectra was formulated considering correlated back
jumps [8], and experimental studies of cooperativity ef-
fects, observed, e.g., as deviations from the Nernst-
Einstein relation [9], are used to characterize possible
conduction mechanisms [10,11]. A complete microscopic
theory of the ion conduction is, however, not available by
now, and, due to the complexity of the problem, it would be
extremely difficult to formulate. Meanwhile, a lot of in-
sight has be gained from the theoretical analysis of sim-
plified cases like the random barrier or random energy
models [12–14], where the dynamics of a single particle
in a disordered energy landscape is discussed. It turns out
that, e.g., the frequency dependence of the conductivity can
be nicely reproduced from these models.

A different approach to gain knowledge about ion con-
ductors is via molecular dynamics simulations [4,15–20].
From the trajectories, microscopic information about the
underlying mechanisms is available. For example, it has
been shown for lithium silicate systems that the lithium
dynamics can be interpreted as hops between sites pro-
vided by the network [18,21,22]. More surprisingly, the
number of sites is only slightly larger than the number of
cations [20,22,23]. Thus, the ion dynamics is restricted by
the fact that adjacent sites are not available. Based on these
observations, it has been speculated that the multiparticle

cation dynamics might be also interpreted as a single-
particle vacancy dynamics [18,22,24]. The approach has
been used to explain important experimental features such
as the effect of pressure on the cationic transport [10], but a
complete treatment of the conduction, as demonstrated for
crystalline systems [25], here requires additional micro-
scopic information.
The goal of this work is threefold. First, we introduce a

intricate mapping procedure to identify the vacancy dy-
namics for a continuous system. This is a highly nontrivial
problem, e.g., due to the finite duration of jumps, the
existence of collective cationic jump processes, or the
possibility of double occupancy of sites. In principle,
however, each jump by an ion corresponds to an opposite
jump by a vacancy, and vacancy trajectories can be recon-
structed from their jumps [26]. Second, for the example of
the lithium disilicate system ðLi2OÞ2ðSiO2Þ, we analyze in
a quantitative way to which degree the vacancy and the
cationic dynamics can be interpreted in a single-particle
framework. We confirm the key hypothesis (H) that the
vacancy dynamics is to a good approximation single-par-
ticle-like and thus corresponds to a simple Markovian
hopping process in an underlying energy landscape.
Third, we exploit this feature to successfully describe the
conductivity as a simple random walk of independent
vacancies, based on the local hopping rules as derived
from the simulations.
For the molecular dynamics simulations, we use the

force field introduced by Habasaki [27]. This system has
already been characterized in previous work [15,17,22].
Our system contains 270 cations among 1215 atoms at
experimental densities. Two independent runs were per-
formed in the canonical ensemble, each for a 40 ns simu-
lation time at T ¼ 850 K. The identification of the sites has
been performed according to the clustering algorithm in-
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troduced in [22]. In total, we have found 294 (293) sites.
Note that 234 (235) sites can be populated by two ions and
14 (15) sites by three ions.

A first interesting comparison between transport inter-
preted in terms of cation or vacancy hopping can be made
for the dependence of the waiting time on the local energy.
We have defined a site energy Etot which gives the average
potential energy of a cation populating a given site [28]. In
the most simple case of a single particle in a random trap
model, logh�i is strictly correlated with Etot. In the real
system, one expects two types of deviations. First, due to
additional fluctuations of, e.g., the local barriers, a weaker
dependence on Etot is expected. This effect may be similar
in the cation as well as in the vacancy approach. Second,
due to additional effects of multiparticle competition, the
local population no longer follows the Fermi-distribution
[28], implying that Etot is less relevant for the character-
ization of the site occupation. In consequence, one also
expects a further decrease of the correlation between logh�i
and Etot in case of significant multiparticle effects. Indeed,
we observed only a very weak dependence of logh�i on Etot

[28]. Repeating this analysis now for the vacancies [29],
one finds a much stronger correlation, (with a correlation
coefficient of 0.56 instead of�0:18 for the ions), in support
of (H).

Next, we compare the dynamic properties of the cations
and the vacancies at the level of individual jumps and
residences. An important observable is the local waiting
time distribution fið�Þ for site i, determined for the cation
and the vacancy dynamics. As shown in previous work
[22,30], there exist significant dynamic heterogeneities,
i.e., slow and fast sites. Here, we focus on the distribution
for a single site. In case of single-particle dynamics (cation
or vacancy), fið�Þ is exponential. In the multiparticle case,
the situation is more complex. The jump probability at a
given time not only depends on the height of the barriers
but also on the availability of adjacent sites. The latter will
fluctuate with time, giving rise to a fluctuating jump rate. In
the extreme case, the rate can be as low as zero (if, in case
of cations, all adjacent sites are populated or, in case of
vacancies, empty). The size of the fluctuations, and thus the
relevance of multiparticle effects, can be quantified by
comparing the standard deviation � of the waiting time
distribution with its first moment h�i for each site. In case
of an exponential distribution, both values should be iden-
tical whereas for a broadened waiting time distribution,
one generally expects�=h�i> 1. The plot of�=h�i against
h�i, evaluated for all sites, is shown in Fig. 1 for cation as
well as for vacancy dynamics. The values of h�i themselves
are shorter by nearly 2 orders of magnitude for vacancies
than for ions, with medians of 1.2 and 110 ps. This differ-
ence already suggests that the vacancies will be more
independent than the ions, where the lack of free sites often
is limiting. For the ratio �=h�i, one clearly sees that the
median is much closer to unity for vacancies (0.96) than for
cations (1.7), again supporting (H).

The slight dependence of �=h�i on h�i can be easily
rationalized for the cations. Here, a large value of h�i
implies that fluctuations in the populations of adjacent sites
are on average faster than the site residence time. Thus, the
escape process is mainly governed by an average rate with
nearly exponential distribution. Correspondingly, the het-
erogeneities are most prominent for short h�i.
The situation is more subtle for vacancies. The most

prominent observation is the presence of sites with short
h�iwhere�=h�i is slightly smaller than unity. The very fast
reoccupation of a vacated site by a cation suggests some
aspects of cooperativity between the two jumps involved.
This violates the assumption of a Markov process and may
give rise to a narrower-than-exponential waiting time
distribution.
For further investigations of correlated dynamics,

we have assembled continuous vacancy trajectories
from the individual jumps, explicitly considering the sce-
narios shown in Fig. 2. As a direct observation, this analy-
sis shows that only 60 to 70% of the ion jumps in
both simulation runs use existing vacancies, as in
Figs. 2(a)–2(c). The remaining jumps are part of circular
trajectories using a transient vacancy, which is created by
the first jump and filled again by the last one. Most frequent
are two-site exchange processes, shown in Fig. 2(d). More
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FIG. 1 (color online). The standard deviation of the waiting
time distribution of vacancy and cation dynamics, respectively,
normalized by the average waiting time. Each point reflects the
properties of one site. Median values are included as lines.

FIG. 2. Elements of the vacancy analysis: (a) An ion and a
vacancy switch sites via corresponding jumps. (b) Sequential
vacancy jumps may use different ions. (c) Simultaneous ion
jumps form a cooperative vacancy jump. (d) Circular sequences
of ion jumps create and use transient vacancies.
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complex possibilities are discussed in the supplementary
material [26]. All such circular processes eventually only
permute the original configuration of ions. Therefore, they
make no lasting contribution to charge transport.

After connecting single jumps into trajectories, as shown
in Fig. 2(b), we have determined in general how often the
jump of a cation is part of a larger cooperative sequence of
simultaneous cation jumps, illustrated in Fig. 2(c), corre-
sponding to a jump of the vacancy beyond the nearest-
neighbor site. Interestingly, the number of longer sequen-
ces is in all cases very small; i.e., in 83% of all cases, only a
single cation is involved, which corresponds to a nearest-
neighbor jump of the vacancy. E.g., less than 1% of the
sequences involve more than five ions. Thus, the effect of
cooperativity for the analyzed temperature on the overall
dynamics is small.

The probability for correlated back jumps by a single
particle, pback, is a third observable that allows us to judge
the importance of interactions for the dynamics of cations
and vacancies. Even for a simple single-particle trajectory
in a disordered landscape, one expects correlated forward-
backward jumps due to the presence of, e.g., a distribution
of barrier heights [31]. Multiparticle effects increase the
forward-backwards dynamics because some pathways are
temporarily blocked due to the presence of other particles.
To identify this additional multiparticle contribution to
pback, we have determined for every site i the probabilities
pjiðiÞ and pijðiÞ that a particle has jumped into i from

neighbor j, and that it will next jump again into site j. In
the single-particle limit, the probability for a correlated
backward jump via i follows from simple statistical argu-
ments and can be written as

pi;stat ¼
X

j

pjiðiÞpijðiÞ: (1)

The result is equally valid for both cations and vacancies
because the values of pijðiÞ and pjiðiÞ are simply ex-

changed between them. Their actual backward probabil-
ities pi;back in contrast can be different: If, after exchanging

sites with an ion, the vacancy jumps on forward, the ion can
still perform a back jump with its next jump, as soon as a
vacancy becomes available again [32].

The comparison of the measured probability pi;back with

pi;stat is shown in Fig. 3 for both ions and vacancies. One

can clearly see that in the vacancy approach the distribu-
tion of pback is much closer to the distribution of pstat than
in the cation approach, in particular, for large values of
pback. This is the third piece of independent information in
favor of (H). Interestingly, for very small values of pback,
one can observe a significantly increased contribution for
the vacancy approach. This reflects, at least partly, the
presence of cooperative jumps where sites are definitely
reoccupied by a different ion.

Probably the most essential dynamic observable for ion
conductors is the conductivity, which characterizes the
macroscopic transport. It can be derived from the center-
of-mass (c.m.) dynamics via the mean-square displace-

ment (MSD). In the present context, we are interested in
the long-range transport related to the discrete jumps be-
tween the individual sites, and not in the vibrational con-
tributions to the MSD that are also included in the
continuous trajectories. We have thus mapped each cation
position onto the (discrete) position of the corresponding
site where the cation resides at that time [22]. Of course,
this procedure does not modify the value of the dc con-
ductivity. The resulting MSD of the c.m. is shown in Fig. 4.
While they make no permanent contribution to the ion

transport, the observed circular dynamics of the transient
vacancies also involve temporary displacements of ions.
Their effect on the MSD has been subtracted to yield the
contribution carried by permanent vacancies. As also
shown in Fig. 4, in the diffusive regime this is practically
identical with the total MSD. At the shortest times, how-
ever, the additional dynamics of the transient vacancies are
responsible for 1=3 of the c.m. MSD.
In case that the single-jump properties of the vacancies

are strictly Markovian, the c.m. dynamics can be equiva-

FIG. 3. The distribution of the backward jump probability
pback for three different cases: theoretical expectation pstat in
the single-particle limit and actual jumps of cations and vacan-
cies, respectively.
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FIG. 4. Total mean-square displacement of the center-of-mass
of the ions, and the contribution from permanent vacancies,
ignoring transient ones. Furthermore, the MSD of independent
vacancies, generated via Monte Carlo simulations with and
without explicit inclusion of cooperative jumps is shown.
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lently expressed in terms of a single-vacancy dynamics.
Then, representative vacancy trajectories can be generated
by Monte-Carlo (MC) simulations. The jump statistics for
the MC simulations, and also for the previous analysis,
were determined from the total set of jumps, including
those of transient vacancies. While the transient vacancies
are distinguished from permanent ones by their circular
trajectories taken as a whole, differences are small at the
level of single jumps and their statistical properties.
Despite their share of up to 40% of the total jumps, the
transient vacancies only add 5% new connections, mostly
with very small weight. This indicates that the strongly
correlated dynamics of the transient vacancies takes place
on the same network of jump paths as the long-range
transport of the ions through permanent vacancies, and it
justifies our use of both contributions for an optimal de-
scription of that network. The relevant pieces of informa-
tion, extracted from the simulations, are the average
waiting times of the vacancies at each site, the probabilities
pijðiÞ to jump from site i to site j, and the explicit positions

of the sites. On this basis, we have calculated the MSD of a
single vacancy. For comparison with the c.m. data, the
MSD has been additionally scaled by the number of va-
cancies, i.e., 24(23).

The very good agreement in Fig. 4 between the single-
vacancy dynamics and the c.m. MSD due to the permanent
vacancies is not further improved by explicit treatment of
cooperative jump events, as their small number suggests.
Geometrical factors can explain the observed Haven-Ratio
smaller than unity in the absence of strong cooperativity
[32]. The stability of the sites [23] and the weak tempera-
ture dependence of HR [33,34] support a similar situation
at lower temperature. Also, without correlations between
distant ions, the separated vacancies must remain indepen-
dent too, as our analysis assumes.

More frequent back jumps and therefore a stronger
dispersion in the MSD are expected due to the increasing
importance of disorder in the energy landscape. For the
permanent vacancies, our method can directly capture this
behavior; the excluded contribution to the MSD from
temporary vacancies should remain limited at low tem-
perature by the extra energy cost for their creation.

In summary, we have shown that the complex multi-
particle ionic motion can be equivalently described as a
(nearly) single-particle vacancy dynamics in a disordered
energy landscape, including all the information about the
complex Coulomb interaction. Since the number of vacan-
cies is small compared to the number of cations also for
other disordered ion conductors, this observation is ex-
pected to hold beyond the specific example of lithium
disilicate. Thus, a minimal description using the simpler
vacancy picture could form the core of a realistic model of
disordered ion conductors.
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