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Using a fully kinetic 2D Fokker-Planck model, the generation and evolution of ion density perturbations

from nonuniform laser deposition in a plasma slab have been studied. It is found that significant

smoothing of the ion density perturbations from nonuniform optically smoothed single beam laser

deposition can be achieved on hydrodynamic times scales over a range of scale sizes. In addition, it is

observed that the Fokker-Planck model predicts more smoothing than the hydrodynamic Spitzer model.
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Energy transport in laser-produced plasmas is an impor-
tant issue in current high energy density plasma research,
e.g., inertial confinement fusion (ICF) [1,2], femtosecond
laser interactions with solids, and laboratory simulations of
astrophysical phenomena using lasers.

In ICF, laser energy, absorbed in the hot, low-density
corona, must be effectively conducted toward colder,
higher-density regions of the target. A large inward heat
flux from the critical surface, toward higher-density re-
gions, implies that newly heated material at the surface
of the cold target will expand outward rapidly leading to
large fuel compression. Large compressions can lead to
higher fusion gains. A limitation in ICF is pellet degrada-
tion and disruption due to the Rayleigh-Taylor (RT) insta-
bility where a hot, low-density plasma is used to compress
and accelerate a cold, high-density plasma. The RT insta-
bility can be seeded by laser nonuniformities from single or
multiple beams and target surface irregularities [1,2].
Single beam nonuniformities are the most detrimental to
RT seeding and contribute to imprint through perturbations
in the laser-driven shock front and acceleration in the
postshock region. Short wavelength laser nonuniformities
�I=I may be reduced [1,2] due to thermal diffusion and
smoothing such that �P=P � �I=I, where �P=P is the
pressure nonuniformity at the ablation surface which can
seed the RT instability. However, longer wavelength laser
nonuniformities may not be reduced by thermal diffusion
alone [3,4]. In order to reduce the amplitudes of the laser
uniformities, techniques for laser optical smoothing have
been developed, e.g., induced spatial incoherence [5],
spectral dispersion [6], and distributed phase plates [7].

Models for nonuniform laser-driven spatial and tempo-
ral heat flow evolution, over a large range of scale sizes, are
important for ICF. It is well known that the measured heat
flux is [8] below the flux predicted by classical electron
thermal conduction. Strong inhibition of thermal transport
below classical thermal conduction seems to exist in both
long and short pulse laser deposition and in both high- and
low-Z plasmas. In addition, the measured heat transport
seems to be reduced both inward toward higher density

regions and laterally toward the exterior. Several models
have been advanced to explain the reduced heat flux in ICF
experiments, e.g., ion acoustic turbulence [9], dc magnetic
field effects [10], and kinetic theory in steep temperature
gradients [11–15]. It has been shown [16,17] that hydro-
dynamic fluid models are not accurate to describe heat flow
when k�mfp � 1=80, where 2�k�1 is the scale size of the

temperature or pressure and �mfp is the collisional mean

free path. When this inequality is fulfilled, a kinetic model,
e.g., a Vlasov Fokker-Planck (FP) formulation, must be
used. Since the ion-ion collision time is typically larger
than the laser coherence time and electron-ion energy
transfer time, the ion distribution function may have non-
Maxwellian features necessitating an ion kinetic model.
Some initial work has been performed using both hydro-

dynamic fluid models [3,18–20] and FP models [16,21], to
study thermal smoothing and heat flow generated by non-
uniform, inhomogeneous laser deposition for ICF applica-
tions. Previous FP studies [16,21] have been primarily
devoted to the problem of the smoothing of electron tem-
perature perturbations with a single scale size resulting
from nonuniform laser deposition. The smoothing of ion
density perturbations, resulting from nonuniform laser
deposition, have not been studied quantitatively using FP
models over a range of scale sizes. These ion density
perturbations, at the ablation surface, can seed longer
time scale Rayleigh-Taylor instabilities. However, laser
deposition, resulting from optically smoothed lasers, can
be structured over a broad range of spatial and temporal
scales [5–7]. An outstanding problem is a kinetic model for
the generation and evolution of ion density perturbations
when k�mfp � 1=80.

The objective of this Letter is to study ion density
perturbations, using a fully kinetic FP model, resulting
from simulated nonuniform optically smoothed laser dep-
osition for a wide range of scale sizes. It is found that
significant smoothing of ion density perturbations can be
achieved on hydrodynamic time scales for a range of
spatial scale sizes.
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It is assumed that, to lowest order, the electron and ion distribution functions f are weakly anisotropic. As a result, we
make the standard decomposition [22] with f� ¼ f0� þ ðv=vÞ � f1� with � ¼ e; i. For the electrons, in the frame of the
ions:
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where Yee¼4�ðe2=4�meÞ2 ln�ee, the laser heating source
term S can be written as S ¼ ðYee=v
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ei ¼ð4��ne4Z�=m2v3Þ ln�, �ee ¼ ð4�ne4=m2v3Þ ln�, � ¼

ðZ� þ 4:2Þ=ðZ� þ 0:24Þ, and Z� ¼ hZ2i=hZi. Here the
angle brackets denote an average over all ion species. A
CH plasma is considered with Z ¼ 4 and Z� ¼ 5:3. In
Eq. (1), vi is the average ion velocity derived from
Eqs. (4) and (5). The quantities A1e and A2e have been
previously defined [16,22]. The ponderomotive electric
field Ep ¼ ðe=4me!

2ÞrjE0j2. In Eqs. (1) and (2), E is
taken to be electrostatic, and E0 is the laser electromag-
netic electric field. Here S represents laser inverse brems-
strahlung absorption using the Langdon prescription [23].

The laser electromagnetic field is computed using a
wave equation for the slow evolution of the wave field.
The equation for the slow E0 can be written
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where �r ¼ 1� neðzÞ=nc and �i ¼ ð�ei=!0ÞneðzÞ=nc. In
the transverse x direction, the wave numbers kx for the
spectral content of the laser electromagnetic field are con-
structed to simulate a set of beamlets generated by optical
smoothing. The beamlets are then overlapped at the target
plane using a lens of focal length f. The diffraction profile
at the target plane will have a width d ¼ 2�f=D1, where �
is the laser wavelength and D1 is the beamlet width in
which the laser intensity is assumed uniform. The trans-
verse wave numbers are then given by kxn ¼ nD1=�f with
n ¼ 1; 2; . . . . In this preliminary study, f ¼ 40 m, � ¼
0:25 �m, and D1 ¼ 75 mm so that d ¼ 200 �m. The
set of transverse wavelengths used are �n ¼ 100 �m=n
with n ¼ 1; . . . ; 40. The complex amplitude of each beam-
let is taken to obey Gaussian probability statistics with
independent random fluctuations with a coherence time
	c of 2 ps. A range of laser rise times of 10–100 ps was
used after which the laser intensity was held constant.
For the two ion species we have
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where Sie¼�ðme=miÞð�ei=v
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v3f0i�.
The electric field E in Eqs. (1), (2), (4), and (5) is found

from the zero current condition, i.e., J ¼ 0. We have
numerically solved the model equation set consisting of
Eqs. (1)–(5). The 2D fully kinetic Fokker-Planck code is
solved using an alternating-direction implicit method. The
peak vacuum laser intensity is 2� 1014 W=cm2 and is
assumed to be normally incident in the z direction. The
plasma parameters used are such that the ion acoustic
transit time ts ’ 50–125 ps and the thermal diffusion
time tth ’ 20–100 ps.

Figure 1 shows the initial electron temperature and
density profiles used in the simulation. The critical surface
is located initially at approximately z ¼ 100 �m. The
ablation surface is located initially at approximately z ¼
240 �m. The initial electron temperature Te is taken to be
230 eV with the initial ion temperature Ti ¼ 0. The initial

temperature and density are assumed to be uniform in the
transverse x direction.
Figure 2 gives a snapshot of the longitudinal and trans-

verse intensity profiles at t ¼ 100 ps used to simulate the
laser deposition. The longitudinal structure is consistent
with an Airy pattern, while the transverse structure is
random in both space and time and is due to simulated
optical smoothing. These intensity profiles are used in the
source term in Eq. (1). A single Gaussian beam with a full
width at half maximum of 80 �m is used.
Figure 3 shows the 2D variation of the FP electron

temperature Te at t ¼ 420 ps after the peak of the laser
pulse using a laser coherence time of 2 ps. The evolution of
the electron temperature also shows both longitudinal and
transverse structure. It is found that ponderomotive effects
are important only in the underdense plasma, i.e., for
z � 100 �m. Significant smoothing of the electron tem-
perature perturbations is seen from the critical to ablation
surface.
Figure 4 shows the 2D variation of the ion density ni at

t ¼ 420 ps. It is found that structure near the critical
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surface and in the conduction zone develops in the ion
density. This structure may have important consequences
for thermal self-focusing processes. Significant smoothing
is observed also for the ion density perturbations from the
critical to ablation surface. In addition, the root mean
square 
rms of the ion density perturbations was computed
as a function of the longitudinal direction. The root mean
square 
rms is given by


rmsðzÞ ¼ 1

hnii
�
1
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Z
dxðni � hniiÞ2

�
1=2

; (6)

where LX is the system size in the transverse x direction
and the angle brackets denote spatial average. The ion
density perturbations maximize near the critical surface
and decrease in magnitude into the overdense region. The
ion density perturbations at the ablation surface 
rmsðz ¼
zablÞ � 0:01. The ion density perturbations at the ablation
surface 
rmsðz ¼ zablÞ / 	nc with n ’ 0:8–1 for 	c ’
2–8 ps. The laser coherence time needed for significant
smoothing is less than approximately 3 ps. The ion density
perturbations were also computed using a Spitzer fluid
code for two flux limiters, i.e., f ¼ 0:07; 0:1. It was found
that the FP model predicts more smoothing than a hydro-
dynamic model for both flux limiters, i.e., 
FP

rms <
SH
rms.

In summary, using a fully kinetic 2D Fokker-Planck
model, the generation and evolution of ion density pertur-
bations from nonuniform laser deposition in a plasma slab

have been studied. It is observed that the smoothing of the
electron temperature and ion density perturbations is de-
pendent on the laser coherence time. It is found that
significant smoothing of the ion density perturbations

FIG. 3 (color online). Plot of 2D variation of FP electron
temperature Te vs x and z at t ¼ 420 ps. Temperature has
been normalized by 2.2 keV. The symbol A denotes ablation
surface.

FIG. 2. Plot of laser intensities in (a) the longitudinal z direc-
tion and (b) the transverse x direction near the critical surface at
t¼100 ps. Here IL¼9�1014 W=cm2 and IT ¼8�1014 W=cm2.

FIG. 1. Plot of initial electron temperature (dashed-dotted line)
and density (solid line) vs z. Laser is incident from the left. The
critical surface is approximately located at z ¼ 100 �m.
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from nonuniform optically smoothed single beam laser
deposition can be achieved on hydrodynamic times scales
over a range of scale sizes. In addition, it is observed that
the Fokker-Planck model predicts more smoothing than the
hydrodynamic Spitzer model.
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FIG. 4 (color online). Plot of 2D variation of FP ion density at
t ¼ 420 ps. The density has been normalized by the maximum.
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