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We quantify the strength of interfacial thermal coupling at water-solid interfaces over a broad range of

surface chemistries from hydrophobic to hydrophilic using molecular simulations. We show that the

Kapitza conductance is proportional to the work of adhesion—a wetting property of that interface—

enabling the use of thermal transport measurements as probes of the molecular environment and bonding

at an interface. Excellent agreement with experiments on similar systems [Z. B. Ge et al., Phys. Rev. Lett.

96, 186101 (2006)] highlights the convergence of simulation and experiments on these complex nano-

scopic systems.
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Water structure and dynamics at interfaces are different
from those in the bulk and are governed by the nature of the
interface (e.g., soft versus rigid) and by interactions with
the interface. Statistical mechanical theory predicts dewet-
ting of water from an idealized hydrophobic surface [1]
leading to vapor formation at the interface. Attractions
with water can pull that interface closer, rewetting it
gradually [2–5]. Functionalizing the surface with specific
chemistries can alter structure (packing and orientation) as
well as dynamics of vicinal water molecules. The behavior
of water and the nature of solute-water interface at the
molecular level have direct implications on a variety of
processes ranging from binding of proteins to surfaces to
the broader colloidal and biological self-assembly in inter-
facial environments [6–8].

At a fundamental level, understanding and charac-
terizing how strongly water hydrates a given interface
influences whether biomolecules bind to it or stay away
[8], or whether there is stick or slip as water flows past it
[9]. From an applied perspective, characterizing the water-
interface coupling is important in numerous nanotechnol-
ogy applications that contain high density of interfaces. To
this end, Ge et al. [10] have recently measured the resist-
ance for thermal energy transport at hydrophobic and
hydrophilic interfaces. As the heat flows across an inter-
face of two materials, the temperature profile at the inter-
face displays a discontinuity [11]. The temperature drop
�T quantifies the resistance to heat transfer, RK ¼
�T=flux, called the Kapitza resistance. Its inverse, GK ¼
1=RK, the Kapitza conductance [11,12], serves as a mea-
sure of the strength of thermal coupling of two phases.
Characterizing interfacial coupling via thermal transport
studies has several distinct advantages. Thermal energy
can be directly imparted to soft or hard objects that may
be buried—nanoparticles [13], nanorods, and micelles
[14]—and its effects detected, and flow of liquids, as
may be required in characterizing stick or slip, is not
necessary.

Here we explore and quantify the connection between
macroscopic wetting of solid surfaces by water and the
interfacial thermal resistance. By using self-assembled
monolayers (SAMs) with a broad range of surface chem-
istries from hydrophobic to hydrophilic, we sample a range
of surface wettabilities. We show that their thermal trans-
port properties correlate directly with adhesion energy and
with macroscopic wetting characterized by the contact
angle. Our study highlights the ability of thermal measure-
ments as probes of interfacial bonding and adhesion.
We employed classical molecular dynamics (MD) simu-

lations of hydration of a set of model surfaces. We used
seven different neutral head-group chemistries—(�CF3,
�CH3, �OCH3, �CONHCH3, �CN, �CONH2, and
�OH)—from most hydrophobic to hydrophililic. The al-
kane tail was represented using the united atom represen-
tation [15]. Head groups were represented at the atomic
detail using the AMBER force field [16] except for�CN and
�CF3 groups for which optimized potentials for liquid
simulations parameters were used [17,18]. Water mole-
cules were represented explicitly using the extended sim-
ple point charge model [19]. Electrostatic interactions were
calculated using the particle mesh Ewald algorithm [20].
All simulations were performed using GROMACS [21,22].
First, we performed wetting studies to confirm the validity
of parameters used. SAM slabs were appropriately an-
nealed leading to an equilibrium crystalline structure
with a tilt angle of 28�. Figure 1 shows water droplets on
SAM surfaces used to characterize their wetting properties.
Consistent with macroscopic expectations based on surface
chemistries, we find that the droplets bead up on hydro-
phobic surfaces and gradually spread on hydrophilic ones.
We note that the contact angle for nanodroplets is drop-size
dependent. For partially wetting and nonwetting surfaces,
its convergence with increasing drop size is understood
[23], and is affected by line tension and vapor-liquid
surface tension. The contact angles for nanodroplets shown
in Fig. 1 agree with experimental data [6]. The agreement
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improves further for two surfaces, for which limiting val-
ues of cosð�Þ extrapolated using drop-size-dependent
simulations are shown. Thus, the force field chosen to
represent head groups is reasonable, and correspondingly,
their chemical space spans a broad range of hydrophobicity
or hydrophilicity.

We used a nonequilibrium setup to study heat flow
across water-SAM interfaces [see Fig. 2(a)]. We note that
Green-Kubo–based methods have been applied success-
fully in equilibrium simulations to evaluate thermal resist-
ance of liquid-solid interfaces of a Lennard-Jones (LJ) fluid
[24]. Our systems contain two equivalent SAM surfaces,
created by attaching surfactant chains (pointing in the
positive and negative z direction) to a layer of sulfur atoms,
which were position restrained by harmonic springs at
locations consistent with those on a Au (111) surface
[25,26]. The surfactant chain consists of 10 CH2 group
alkane tail and a head group exposed to water. Our systems
included 112 surfactants that create a well-packed crystal-
line solid �3:5� 3:5 nm2 SAM phase. A total of 1500–
1700 water molecules were included, leading to the z
dimension of the 3D periodic box to be �7 nm.

To prepare the systems for thermal transport studies, we
first performed constant pressure and temperature (NPT)
runs at 1 atm and 300 K for 500 ps, where SAM and water
temperatures were maintained at 300 K using separate
Berendsen thermostats [27]. Anisotropic pressure coupling
allowed independent variation of the z dimension. The
NPT run was followed by a constant temperature and
volume (NVT) 500 ps run. Finally, for the remaining
2 ns, the global thermostats were turned off, and a heat
source and sink were introduced to induce a steady-state
heat flux as described previously [12]. Specifically, atom
velocities in a 5 Å thick slab in the center of the water layer
were scaled up and those of sulfur atoms of the surfactant

slabs were scaled down such that the heat was added to
water and removed from surfactants at the same rate, keep-
ing the total system energy constant. A steady state is
established over a subnanosecond time scale, with the
overall SAM temperature lower than that of water, and
heat flowing from water to SAM.
Figures 2(b) and 2(c) show the steady-state temperature

profiles of two different SAMs and water along the z
direction obtained by time averaging the kinetic energy
of atoms residing in 1 Å slices parallel to the SAM surface
(in the xy plane) in each phase. A temperature gradient is
observed in water and in surfactant chains induced by the
heat flow. The temperature dip at the center is due to the
artificial resistance associated with linear springs connect-
ing sulfur atoms with hexagonal lattice sites.
Most prominently, there are significant temperature

jumps at both the SAM-water interfaces indicating the
presence of interfacial thermal resistance also known as
the Kapitza resistance [11]. The temperature drop at the
hydrophilic (�OH) surface is �11 K [Fig. 2(b)], while at
the hydrophobic (�CF3) surface with the same heat flux it
is �38 K, more than 3 times larger. The inset of Fig. 2(a)
also shows density profiles of water near �OH and �CF3
SAM, which we discuss later.
Because heat fluxes used in MD simulations are 1–2

orders of magnitude larger than those typical in experi-
ments, there is a possibility of significant nonlinear effects.
To this end, we studied the dependence of temperature drop
at the SAM-water interface on the heat flux. Figure 3 shows
that the temperature drop is proportional to the heat flux
well beyond the values of heat flux employed here, dem-
onstrating that despite large heat fluxes involved, the sys-
tem is in the linear response regime.
Figure 4 quantifies the relationship between wettability

and thermal conductance. Specifically, the conductance is

FIG. 1 (color online). Snapshots of
water droplets on self-assembled mono-
layers presenting nonwetting (�CF3),
partially wetting (�CONHCH3), and
wetting (�OH) head groups to water.
The plot shows the relationship between
cosð�Þ measured in simulations for drop-
lets of water containing 2176 molecules
and in experiments [6] on similar sur-
faces. Two open circles show limiting
macroscopic extrapolations for �CF3
and �OCH3 surfaces obtained from sev-
eral drop-size-dependent simulations.
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low for nonwetting surfaces and increases with increasing
hydrophilicity. A similar behavior was observed in simu-
lations of a LJ fluid interacting with a LJ solid [24,28].
Recognizing that the critical parameter for interfacial heat
transfer is the strength of adhesion, in Fig. 4 we plot the
thermal conductance as a function of (1þ cos�), where �
is the water droplet contact angle in air. The contact angle
is related to interfacial free energies according to Young’s
equation: �SA � �SW ¼ �AW cos�, where subscripts S, W,
and A refer to SAM, water, and air, respectively. A simple
rearrangement of Young’s equation yields

W ¼ �SA þ �AW � �SW ¼ �AWð1þ cos�Þ: (1)

In Eq. (1), W is the work of adhesion, i.e., the energy per
unit area needed to detach the water phase from the SAM.
Thus, the work of adhesion is proportional to (1þ cos�)
with the air-water surface tension being the proportionality
coefficient.

Remarkably, Fig. 4 shows that the interfacial conduc-
tance is directly proportional to the work of adhesion, or

equivalently, to (1þ cos�),

GK ¼ Bð1þ cos�Þ; (2)

with the proportionality coefficient, B ¼ 85 MW=m2 K.
The simplicity of Eq. (2) is indeed striking. We note that
the two basic models of heat propagation across the inter-
face via phonons—acoustic and diffusive mismatch mod-
els [29]—relate the interfacial thermal conductance only to
bulk properties of the media forming the interface and have
no explicit dependence on the interfacial bonding. On the
other hand, an analytical solution of a 1D chain model
shows that phonon transmission has rather complicated
dependence on the stiffness of the spring connecting the
two sides of the chain (representing the two media) [30]. In
particular, transmission coefficient of the low frequency
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FIG. 3 (color online). Heat flux as a function of the tempera-
ture drop at hydrophobic and hydrophilic interfaces. The linear
relationship indicates that despite large thermal fluxes involved,
the system is within the linear response regime. The horizontal
dashed line shows the thermal flux employed in simulations.
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FIG. 4 (color online). Interfacial thermal conductance as a
function of [1þ cosð�Þ]. Simulations results (circles) are in
good agreement with experimental data [10] (triangles) and
show the direct proportionality of interfacial thermal conduc-
tance to the work of adhesion.

FIG. 2 (color online). (a) A snapshot of the system used in
thermal transport simulations (water: red and white; surfactant
tails: cyan; head groups: green; sulfur atoms: yellow). Heat
source is at the center of the water phase, i.e., at the edge of
the simulation box, and the heat is removed from sulfur atoms
(yellow) at the center. The inset shows density profiles of water
and SAM (for two chemistries) in arbitrary units: SAM densities
�CF3 (green) and �OH (blue); vicinal water densities �CF3
(red) and �OH (black). No vapor formation near SAM is
evident. (b) Steady-state temperature profile for hydrophilic
�OH (SAM)-water interface. (c) Same as in (b) but for hydro-
phobic �CF3-water interface.
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phonons is essentially independent of the ‘‘interfacial’’
spring constant, while higher frequency phonons exhibit
lower transmission with decreasing spring constant. For
water-SAM systems, our results show that the overall
conductance, which can be considered as an integral of
the conductance due to all phonons, is simply proportional
to the interfacial bonding strength.

Figure 4 also shows four data points from experiments of
Ge et al. [10]. For hydrophobic SAM surfaces on Au as
well as Al metals used in experiments, the agreement
between our calculations and experimental data is excel-
lent. The water density in the inset of Fig. 2(a) further
shows that water stacks directly against the hydrophobic
SAM surface displaying a layered profile. The lack of
vapor layer in our simulations, and the excellent agreement
with experimental data on thermal transport on similar
systems, suggest that there is no vapor layer in experiments
as well. Indeed, Fig. 4 would suggest a significantly higher
resistance and correspondingly negligible conductance if a
vapor layer were to be present (e.g., for cos� ¼ �1). For
hydrophilic �OH surfaces, our data are slightly off the
linear correlation with adhesion energy, but, interestingly,
exactly in the middle of experimental values for the same
systems with Au and Al as metal bases. Overall, the
agreement with experimental data is remarkable, and sug-
gests that our simulations mimic key features of those
experimental systems.

Through our simulations of thermal energy transport at
SAM-water interfaces with a broad range of chemistries,
we demonstrated a direct connection between inter-
facial thermal conductance and wetting properties, hydro-
phobicity, and adhesion energy of SAM-water interface. In
the hydrophobic regime, our results are in remarkably
close agreement with experimental data, and along with
the structural analysis presented in Fig. 2, suggest that
there is no vapor layer present at such interfaces. Al-
though water is expected to form a soft vapor-liquid–like
interface near idealized hard hydrophobic surfaces [1],
addition of weak attractive interactions pulls that inter-
face closer, leading to rewetting [2–5]. This observation
is also consistent with the structure of water at other
hydrophobic interfaces studied by experiments [31] and
simulations [32].

More generally, we demonstrated that thermal transport
measurements can be used to probe interfacial environ-
ments and to quantify interfacial bonding strength. This
provides a unique opportunity to characterize a variety of
interfaces, such as those between nanoparticles embedded
in liquids or materials using laser-based techniques, which
are difficult to access with direct structural characterization
tools. Quantifying the interfacial density fluctuations,
which constitute an alternate characterization of the vicinal
molecular environment [33,34], will provide additional
insights into connections between thermal coupling and
molecular structure and dynamics.
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